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Abstract

In this paper we try to establish the system order for the correct representation of a set of

room transfer functions (RTF), in order to partition memory between the common recursive

part and the non-recursive part specialized for each RTF. To this end, we apply a few

system theory concepts on a set of simulated rectangular rooms, whose impulse responses

were generated using the image method [1]. A further validation of our results is provided

by an analysis of the frequency density of a comb-�lter modeling of the recursive part.

1 Introduction

Several models have been proposed in the literat-

ure for the representation of room transfer func-

tions. FIR �lters have been used for echo can-

cellation, especially using adaptive �ltering tech-

niques [2].

Recursive �lters are often used for arti�cial re-

verberation. These usually take the form of comb

and allpass �lters, and are often cascaded with

tapped delay lines [9, 6, 4, 8].

More recently, it has been proposed to model

the RTFs of a given room by a set of common

poles, provided by an IIR �lter, and an FIR part

which varies according to source and receiver po-

sitions within the room [3]. A similar approach

is taken in [8] for building arti�cial reverberators,

where the recursive part is implemented by means

of a feedback delay network (FDN), and the FIR

part is a tapped delay line. In this latter model,

the FIR part can be associated with the early re-


ections of the room, while the IIR part can be

interpreted as a representation of normal modes

and di�usion. This physical correspondence al-

lows one to control the �lter parameters in a nat-

ural way, and physical consistency is automatically

achieved.

An open question that we address in this pa-

per is that of the memory requirements necessary

for the correct representation of a set of RTFs of a

room. Furthermore, we address the issue of parti-

tioning this memory between the common recurs-

ive part and the non-recursive part, which is spe-

cialized for each RTF.

In our investigation, we apply system theoretic

concepts on a set of simulations we have conduc-

ted using the image method [1]. Since the image

method can be shown to converge to a correct rep-

resentation of normal modes [1], we believe that

it constitutes a useful tool for studying the room

response, even in the steady state. This is an ap-

proach which guarantees a large and controllable

dynamic range. This allows for a straightforward

and repeatable construction of reference rooms, as

opposed to actual measurements in actual rooms.

In another project, we used the same set of sim-

ulations for determining numerical conditions for

invertibility of RTFs [7].

2 Methodology

In this section we brie
y introduce the system the-

ory background which is needed for our investig-

ation. A thorough treatment of this material can

be found in [5].

The Hankel matrix of a single-input-single-

output system can be constructed fromm samples

of a simulated impulse response h(�):
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Given a linear system in its matrix representation
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Hh is the product of the Observability and Reach-

ability matrices [5]. Thus, a singular value de-

composition (SVD) of H gives information about

the dimensionality of a minimal realization of �,

which is equivalent to its reachable and observable

part, i.e., it gives the memory requirement of the

system. In particular, the matrix S of the singular

values has a form

S =

2
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where n is the order of the reachable and observ-

able part, i.e. of the minimal realization.

In practice, using measured or simulated im-

pulse responses, the singular values si will never

go exactly to zero, corresponding to the fact that

an in�nite state space would be necessary to rep-

resent three-dimensional wave propagation in dis-

crete time. Nevertheless, we can plot the singular

values on a log scale (see �g. 1) and consider n

to be the abscissa corresponding to a reduction of,

say, 60dB in the singular values.

3 The Experiment

In �gure 1 we have depicted the singular values

of a simulated impulse response for a room with

edges 8m�10m�6m, with a sample rate of 1KHz.

A line has been drawn to interpolate the data from

the sample 20 to 480. We cut the spike in very-

low frequency, since we believe it is due to the fact

that the simulated impulse response has a strong

DC component. We see that the singular values

go down with a slope of about 0:26dB=sample,

thus indicating that about 231 memory cells are

needed to represent the RTF with an \accuracy of

60dB", and 369 memory cells are needed for 96dB

of accuracy.

It has to be noticed that, throughout our dis-

cussion, the accuracy of representation is meas-

ured directly in the space of singular values of the

impulse response to be modeled, rather than ac-

tually modeling the room and measuring a signal-

to-noise ratio. For instance, on the basis of the

example of �g. 1, we can say that, in principle,

there exists a discrete-time linear system having

369 state variables, which can reproduce the im-

pulse response h(�) within the 16 bits of accuracy.

Now, let's consider more than one impulse re-

sponse simultaneously, namely a system with r

inputs and one output. The product of the con-

trollability and reachability matrices now takes the
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Figure 1: Singular values for 1 input and 1 output

form of a block Hankel matrix:

Hbh =

2
6664
h(0) h(1) : : : h(m

2
� 1)

h(1) h(2) : : : h(m
2
)

...
... : : :

...

h(m
2
� 1) h(m

2
) : : : h(m � 1)

3
7775
(4)

where any h(�) is a 1 � r vector. We can still

perform a SVD on this matrix and compute the

memory requirements for a correct simultaneous

representation of the di�erent RTFs.

When a second input is added to the previous

one-input-one-output impulse response, we notice

that the slope of the singular values reduces to

about 0:2dB=sample (�g. 1), thus indicating that

about 300 memory cells are needed to represent

the RTFs with an \accuracy of 60dB", and about

480 memory cells are needed for 96dB of accuracy.
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Figure 2: Singular values for 2 inputs and 1 output

Given an accuracy of 60dB we have, for one

input and one output

M1 = 231 (5)

and, for two inputs and one output

M2 = 300 (6)



Let us assume that there is a common recursive

part Mr . Let's also assume that the non-recursive

parts are totally independent for di�erent inputs

or outputs. This means that, if in the one-input-

one-output case we have a non-recursive memory

requirement Mf , in the two-input-one-output case

the non-recursive memory requirement has to be

2Mf .

We come up with the equations

M1 = Mf +Mr = 231

M2 = 2Mf +Mr = 300
(7)

The system (7) can be solved and it provides

Mf = 69

Mr = 162
(8)

In other words, in a single RTF representation,

about 70% of the memory should be put on the

recursive part.

This simple memory allocation has been done

on the basis of a somewhat arbitrary assumption.

The same assumption has been taken in the past

with no formal justi�cation. We now try to justify

the presence of a common IIR part and of inde-

pendent FIR sections by considering a third RTF.

When taking an additional input and computing

the SVD on the respective Hankel matrix, we get

a slope of 0:17dB=sample in the singular values

(�g. 3), thus indicating that about 352 memory

cells are needed to represent the RTFs with an

\accuracy of 60dB", and about 564 memory cells

are needed for 96dB of accuracy.
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Figure 3: Singular values for 3 inputs and 1 output

If our model is correct, the system

M1 = Mf +Mr = 231

M2 = 3Mf +Mr = 352
(9)

shouldn't give a solution very di�erent from (8).

In fact, we get

Mf = 61

Mr = 170
(10)

so that about 73% of the memory should be put on

the recursive part. This is di�erent from the pre-

vious 70%, but the di�erence is compatible with

the tolerance of the line �tting and with the some-

how arbitrary choice of the lower and higher cuto�

frequencies for the linear interpolation.

Our calculations are very sensitive to the ac-

tual placement of sources and receiver. In par-

ticular, symmetric positions should be avoided,

since they break the assumption of independent

non-recursive transfer functions.

4 Physical considerations

The experimental evidence �ts well with the

memory splitting as determined by strictly phys-

ical considerations of the model [8].

In the cited model, the digital representation

of the recursive part of a RTF is essentially a su-

perimposition of recursive comb �lters. If g is the

attenuation coe�cient in the feedback loop of a

comb �lter, then the approximate bandwidth of one

of the resonances is

�f =

�
1� g1=n

�
Fs

2�
(11)

where Fs is the sampling rate. The coe�cient g

is related with the re
ectivity of the walls. Each

comb �lter in the model is associated with a har-

monic series of normal modes, and with a direc-

tion in space. Progressively shorter delay lines are

used for representing higher order modes so that,

asuming that the re
ectivity is kept constant, the

bandwidth (11) also increases.

The richness of the model increases as long

as an increasing number of directions in space

is considered. It is easy to compute the number

of memory cells needed for the case at hand, for

an increasing number of space directions (�g. 4).

It makes sense to stop the increase in the num-

ber of directions when the bandwith of a reson-

ance exceeds the mean distance among two ad-

jacent resonances. It is well known that in an

actual three-dimensional enclosure, this distance

decreases quadratically with frequency in a rect-

angular environment, hence at some point it will

be less than �f . From a simulation perspective,

it makes sense to try to reproduce the resonances

which are clearly separable, thus limiting the num-

ber of comb �lters to be used. As stated in [8], this

corresponds to �nding a limit to the number of dir-

ections in space where we are considering plane-

wave propagation.

If we approximate our room by sampling 8 dir-

ections in space, we �nd that the mean number of

resonances per Hz (i.e. the frequency density) is

about

fd = 0:27 (12)



0 10 20 30 40 50 60 70
100

200

300

400

500

600

700

800

900
Memory Requirement Vs Sampled Directions

Figure 4: Memory requirement for an increasing

number of sampled directions

The resonance bandwidth in low frequency ranges

from 1:8Hz to 4:3Hz. These values are very close

to the reciprocal of the frequency density (i.e. the

mean peak-to-peak distance) which is 3:7Hz.

The conclusion we can draw from these specu-

lations is that 8 is a good choice for the number of

sample directions, and that it is not worth going

much higher, since the resonance peaks would not

be resolvable. Now, from �g. 4 we can deduce the

memory occupation of these 8 comb �lters, which

is 270 memory cells. Somewhat surprisingly, this

number is close to the memory requirement for the

recursive part, as computed by means of the sin-

gular value decomposition of the Hankel matrix.

5 Conclusion

We have outlined two criteria for estimating the

memory requirements for a discrete-time model-

ing of room transfer functions. The �rst method

is based on the singular value decomposition of

Hankel and block Hankel matrices, while the

second method relies on the discrimination of res-

onance peaks in the frequency domain. Even

though these two criteria do not show an evident

relationship, we found that they provide similar es-

timates in a practical case. This result is a clear

evidence of the fact that any RTF can be split in

an FIR part and an IIR part, and that this latter

part is independent on the source or receiver po-

sition, being given by the common resonances of

the room. While this split of RTFs was assumed

in previous works, this investigation shows that it

is justi�ed by numerical results and it indicates a

couple of ways of setting the system dimensions.
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