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ABSTRACT
Fractional sample delay (FD) filters are useful and necessary in
many applications, such as the accurate steering of acoustic arrays
[1], [2], delay lines for physical models of musical instruments [3]
[4], and time delay estimation[5]. This paper addresses the design of
finite impulse response (FIR) FD filters. The problem will be posed
as a convex optimization problem in which the maximum modulus
of the complex error will be minized. Several design examples will
be presented, along with an empirical formula for the filter order
required to meet a given worst case group delay error specification.

1. Introduction
This paper presents an optimization technique for designing FIR FD
filters. FD filters are those which exhibit near unity magnitude re-
sponse and a flat group delay which is not necessarily an integer
multiple of the sampling interval. Essentially, FIR FD filters are
discrete-time interpolators which approximate the signal in between
sample points as a linear combination of sample values on either side
of the desired signal value.

Designing FD filters involves determining the coefficients of an FIR
filter such that its response best approximates the complex valued
frequency response of the desired FD. Standard optimal filter design
methods such as the Remez exchange [6] cannot be used to design
FD filters since an FD filter is neither symmetric nor anti-symmetric.
In this paper, the design of FD filters will be approached as a convex
optimization problem. In general, a convex optimization problem is
one in which a convex function is minimized subject to any number
of convex constraints. Specifically, the problem is posed as a second
order cone problem (SOCP), which is a general form that includes
many other problems such as linear programs, quadratic programs,
and quadratically constrained quadratic programs. For details on the
SOCP problem, see [7].

The paper is organized as follows. Section 2 presents previous work
in the areas of FIR filter design for fractional delay filters. Section
3 presents the formulation of the optimization problem specifically
for FD filters. Section 4 presents design examples which depict the
nature of the group delay error for even and odd length filters. Fur-
thermore, an empirical formula is provided which relates the length
of a filter to the resultant worst case group delay. Problem exten-
sions along with a description of future work are given in section
5.

2. Previous Work
Fractional delay filtering has received quite a bit of attention in the
literature. A comprehensive overview of FD filtering as well as an
extensive bibliography is found in [8]. Lagrange interpolation has

been suggested for fractional delay systems and is covered in [9]
and [10] among others. In [11] the equivalence between Lagrange
interpolation, maximally flat filters, and windowed sinc functions is
established. [12] provides a comparison between several techniques
including the minimization of least-square error and Lagrange inter-
polation.

3. Problem Formulation
The group delay of a filter is defined as:
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An ideal fractional delay filter exhibits a constant group delay with a
magnitude spectrum constant, and equal to unity. For a filter to have
a constant group delay of�, the desired response would be:

Hd(!)
�
= e
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The problem of fractional delay filter design is that of choosing the
coefficients of a filter such that its response best approximates the
desired responseHd(!) in some sense. In this paper, the`1 norm

onCN is chosen. It is defined bykxk1
�
= maxNi=1 jxij. This means

that the worst case modulus of the complex error over frequency will
be minimized.

Using the above definition, the optimization problem becomes:

minimize max! jH(!)�Hd(!)j (3)

whereH(!) is the frequency response of a filter with coefficients
hn, and is given by:
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�
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Typically, in the formulation of the optimization problem, one would
allow for a transition or “don’t care” region in which the response
of the filter is unspecified. This allows the optimization to use these
degrees of freedom to best approximate the desired response in other
regions. Furthermore, it was pointed out in [11] that the`1 norm
onCN will not converge to zero for some FD filters since there will
always be unavoidable finite error at the Nyquist frequency. This
indicates a bandlimited̀1 norm must be used.



Defining the optimization problem over a bandlimited set
, results
in:

minimize max!2
 jH(!)�Hd(!)j (4)

Where

�
= f!j0 < ! < !maxg, andHd(!) is as defined in

equation 2. Typically,!max� :9�.

This problem has a finite number of design variables, but an infi-
nite number of constraints, and hence is known as a semi-infinite
programming problem [13]. In practice, it is usually sufficient to
perform the optimization over a finite discrete set of!i. Typically,
the number of constraints is taken to be approximately 4N, where
N is the number of design variables. Furthermore, it can be shown
that the sampled-frequency solution converges to the optimal solu-
tion of the semi-infinite problem as the discretization interval be-
comes small [14] [7]. Additionally, an exchange algorithm can be
employed to keep the number of constraints small, while still main-
taining convergence to the solution of the continuous problem [15].

If aTi 2 CN is defined as:

a
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then the frequency response at!i is then given by:
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wherehT
�
= [ h0 h1 : : : hN�1 ].

At frequency!i, the approximation error is given byjaTi h �
Hd(!i)j. The problem can now be stated as:

minimize max!i
jaTi h�Hd(!i)j (7)

By introducing a new variablet, the problem can be formulated as

minimize t

subject to jaTi h�Hd(!i)j < t; i 2 1; : : : ;M

whereai 2 CN , andHd(!i) 2 C. The problem can now be stated
in terms of real parameters as follows:
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Hence the original problem can be written as:

minimize t

subject to kAih� bik < t; i 2 1; : : : ;M
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By extending the design variableh to include the slack variablet,
the optimization problem can be stated in terms of a new variablex,

wherexT
�
= [hT t]. Using this the problem becomes

minimize f
T
x

subject to k ~Aix� bik < cTi x; i 2 1; : : :M

In the above,~Ai
�
=

�
Ai

0

0

�
, andfT

�
= [ 0 : : : 0 1 ], hence

Aix = ~Aix andt = fT x. This is the final form, and it can be seen
that its nature is that of minimizing a linear functional subject to
quadratic constraints. This is known as a quadratically constrained
quadratic program (QCQP). Furthermore, it can be expressed as a
second-order cone problem (SOCP)[7], which can be solved very ef-
ficiently. This framework also allows for the inclusion of additional
problem constraints such as magnitude constraints in stopbands.
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Figure 1: Impulse response and equiripple error modulus of a length
31 filter with a fractional delay of .2 samples.

4. Examples
All the optimization problems presented herein were solved using
the code presented in [7] which is available via ftp1 [16]. Code for
the fractional delay filter design, as well as all the examples in this
paper is also available via the web.2

1http://www-isl.Stanford.EDU/˜boyd/SOCP.html
2http://www-ccrma.stanford.edu/˜putnam
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Figure 2: Plot showing the resultant group delay and group delay
error for the filter in Figure 1

As mentioned previously, the complex Chebychev optimization re-
sults in the filter which best approximates the complex valued fre-
quency response of the desired constant group delay filter in a min-
max sense. Figure 1 shows the impulse response and the the magni-
tude of the complex error in the frequency response for a typical FD
design problem. In this example, the desired fractional component
of the delay of the filter is .2 samples. Specifically, the overall spec-
ified group delay of the filter was 15.2 samples. The results clearly
show the equiripple nature of the solution. Figure 2 shows the group
delay, and group delay error for the same filter.

4.1. Error vs. Delay
Figures 3-4 show the group delay error versus frequency for frac-
tional delays ranging from0 to1 sample. Data are presented for both
even and odd length filters since they exhibit different behaviour in

0
0.2

0.4
0.6

0.8
1

0

0.2

0.4

0.6

0.8

1
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

fractional delayfreq. (normalized)

ab
so

lu
te

 e
rr

or
 (

sa
m

pl
es

)

Group Delay Error

Figure 3: Group delay error vs. frequency as a function of fractional
delay for an even length filter.
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Figure 4: Group delay error vs. frequency as a function of fractional
delay for an odd length filter.

terms of group delay. As might be expected, an even-length filter has
no problem achieving a delay of .5 samples. As seen in Figure 3, the
worst case error occurs at .25 and .75 samples. Likewise, an odd
length filter achieves its worst case group delay error at .5 samples.

4.2. Error / Length tradeoff Curves
Figure 5 depicts the tradeoff curve for worst case group delay error
as function of the filter length for both even and odd length filters.
This error is presented both on a linear and a logarithmic axis. Worst
case error was determined by designing a large number of filters over
a range of fractional delays and then taking the maximum error for
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Figure 5: Worst case group delay error as function of filter length
for both odd and even length filters. The error is plotted on both a
linear and logarithmic axis. The dashed line is the error predicted by
equation 10, using the appropriate parameters from Table 1.



parameter: a b

even -0.0597 0.2598
odd -0.0646 0.6192

Table 1: Parameters determined by a least squares fit of the data in
Figure 5. These parameters are used in equation 11 to determine the
minimum length filter required to meet a groupd delay error specifi-
cation.

all filters over a dense grid of frequencies.

It is striking that the group delay error varies approximately linearly
on a logarithmic scale. This allows for the a simple closed form
expression predicting the necessary filter order for a given desired
group delay or magnitude error. As can be seen in the bottom plots
in Figure 5,log10 ED varies approximately linearly with the length
of the filter, and hence can be expressed as:

log10 ED � aN + b (10)

Using a least squares fit, the parametersa andb were determined for
both the even and odd length cases, and are given in Table 1.

Equation 10 can be rearranged into the following form which ex-
presses the minimum length filter necessary to meet a group delay
error specification:

N �
log10 ED � a

b
(11)

5. Problem Extensions and Future Work
This design technique can be extended to include many convex con-
straints on the design parameters, or on the frequency response of
a filter. This would be useful in order to provide constraints on the
maximum magnitude of the response of a filter in its stopbands. This
is important in the design of filters for asynchronous sample rate
conversion, where one must low-pass filter to avoid aliasing, as well
as provide fractional delay to reconstruct the signal at non rational
multiples of the sampling rate [17].

6. Conclusions
This paper presented the design of fractional delay filters whose fre-
quency response is optimal in a complex Chebchev sense. Design
examples were provided which demonstrate the usefullness of this
method. An empirical closed form approximate expression was pre-
sented which expresses the filter length required in order to meet a
desired worst case group delay error.
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