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ABSTRACT

Recent advancements in audio processing provide a new opportu-
nity to study musical trends using quantitative methods. In this
work, we conduct an exploratory study of 43,153 vocal tracks of
popular songs spanning nearly a century, from 1924 to 2010. We
use source separation to extract the vocal stem and fundamental
frequency (f0) estimation to analyze pitch tracks. In this demon-
stration, we calculate the total variation (TV) of each song, report
trends in the metric over time and between genres, and provide lis-
tening examples on our demo website1.

1. INTRODUCTION

Current technologies for audio processing provide new opportuni-
ties to study musical trends using quantitative methods. While re-
searchers have analyzed music for generations, studying the evo-
lution of music at a large scale has only been possible recently,
due to the availability of large datasets [1, 2, 3]. Additionally, re-
cent improvements in source separation technology have allowed
researchers to study individual both instruments and vocals [4, 5].
However, the vocal lines of songs have been understudied, even
though they are often the most salient part of a song [6, 7], and
many popular songs are built around the vocal line.

In this demonstration, we examine trends in the vocal lines of
43,153 songs over 86 years (from 1924 to 2010). We use modern
source separation methods to isolate vocal lines of songs from their
respective accompaniments and use 30–60 second excerpts of each
song. Altogether, our dataset makes up 21 days of continuous lis-
tening.

2. DATASET

We used the union of the HSP-S and HSP-L datasets (“Hit Song
Prediction- Small and Large,” respectively), two recent datasets
intended for song popularity prediction tasks [8]. The metadata
included in the datasets is based on information from Acous-
ticBrainz2, the Billboard Hot 100, the MSD, and last.fm3. Audio
files 30-60 seconds in length were taken from a private mp3 sample
collection of the MSD [9]. Songs with a low presence of vocals
were excluded from the dataset. We compared the RMS energy of
the separated vocal stem to the RMS energy of the full audio file,
and removed songs with a ratio less than 0.08.

Figure 1 shows a chronological distribution of songs in demi-
decade bins (i.e., 1990-1994). We observe a strong bias towards
more recent songs. For each song, the dataset contains estimated

1https://ccrma.stanford.edu/~egeorgie/projects/
totalvariation.html

2https://acousticbrainz.org/
3https://www.last.fm/

Figure 1: Top: Chronological distribution of the dataset organized
in 5-year demi-decades. Bottom: Relative distribution of genres.

labels for the singer’s gender (“female” and “male”)4, estimated us-
ing the AcousticBrainz vocal gender classifier, which reports an ac-
curacy of 87.21%. Genre tags were taken from the Tagtraum MSD
annotations [10]. In our dataset, 30,797 tacks had genre labels avail-
able. Our dataset inherits biases from the MSD: songs are generally
widely listened-to, the majority come from North America or Eu-
rope, and there are many more songs in later years of the dataset.

3. METHOD

First, we used source separation to separate the vocal line of each
song from the mix. For this, we use Hybrid Transformer Demucs
(HT Demucs), a hybrid temporal/spectral bi-U-Net [5].

To study pitch characteristics, we did fundamental frequency
(f0) estimation on the estimated vocal stems using PYIN [11] as
implemented in Librosa v0.8.1[12]. We set the minimum frequency
to 70Hz and the maximum frequency to 900 Hz, to capture likely
human vocal range. We use a sampling rate of 44.1 kHz, frame
length of 2048, hop length of 512; we set the number of thresh-
olds for peak estimation to 5, and the no-trough probability to 0.99.
PYIN also provides a voicing detection estimate, which we used to

4The AcousticBrainz classifier estimates gender as perceived by human
listeners. We suspect that the classifier is detecting register (i.e., soprano/alto
and tenor/bass) rather than gender. For clarity and consistency with prior
work, we will refer to these estimates as “gender”, but stress that it should
be interpreted with care.

https://ccrma.stanford.edu/~egeorgie/projects/totalvariation.html
https://ccrma.stanford.edu/~egeorgie/projects/totalvariation.html
https://ccrma.stanford.edu/~egeorgie/projects/totalvariation.html
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identify contiguous regions of pitched sound in the vocal stem. We
converted f0 values in hertz to cents.

Using this information we chose to focus on one measure: total
variation (TV)[13] after dropping unvoiced frames. TV summarizes
the rate of pitch change and is defined in Equation 1:

TV(x) =
1

N

N−1∑
i=1

|xi+1 − xi| (1)

for a given f0 contour x = (x1, . . . , xN ). TV is calculated inde-
pendently for each voiced region within a song and then aggregated
to a single total.

4. EXPERIMENT AND RESULTS

We used R (4.2.2) and RStudio (2022.12.0+353) to implement lin-
ear regression with the lm function. Post-hoc tests were imple-
mented using the emmeans package with Tukey correction for mul-
tiple comparisons.

We first ran a linear regression to examine the relationship be-
tween TV and the year of track release (TV∼year). Results showed
a significant positive relationship (t(43152) = 7.604, p < 0.001; see
black line in Figure 2).

Next, we ran a second model that included the interaction be-
tween year and gender (TV∼year*gender). Here, we found a main
effect of year (β = 0.011, t=2.142, and p< 0.05), and a main effect
of gender (β = -87.53, t=-6.105 p < 0.0001). There was also a sig-
nificant interaction between year and gender (β = 0.045, t=6.210 p
< 0.0001). TV is increasing, but the regression slope is steeper for
male singers (see blue and orange lines in Figure 2).

Figure 2: TV as a function of year. Each dot represents a song. The
black line represents the regression slope for the model TV∼year.
The orange and blue lines represent the regression slopes for the
model TV∼year*gender.

We then calculated a linear regression between TV and musical
genre (TV∼genre) for the eight genres having more than 950 songs
represented in the dataset. We found a significant main effect of
genre (F(7, 27602) = 625.81, p < 0.001). Post-hoc tests showed that
all genres were significantly different than one another (all p values
<0.05) except for folk and pop (t=-2.650, p=0.138) and country and
rock (t=-0.245, p = 1.00; see Figure 3).

Finally, we calculated independent linear regressions between
TV and year for the eight genres. For each genre, we included data
starting in the year in which each of the genres became prevalent.
The only significant main effect of year on TV was that rap mu-
sic showed a significant negative relationship between year and TV
(β=-0.169, t=-5.217, p<0.0001; see Figure 4).

Figure 3: TV in each of the eight genres across the whole dataset.
Means are shown with interquartile range, 95% confidence interval
error bars, and outliers.

*

Figure 4: Relationship between TV and year for each musical genre.
A significant main effect, denoted by “*”, was found for rap music.

5. DISCUSSION

The results showed a significant positive relationship between TV
and year. We observed, notably, that the rap genre had a higher
TV than the other genres (Figure 3), showing that rap songs feature
more pitch variation than other musical genres, on average. This
could be because rap vocals tend to have less sustained pitches than
the vocals of other genres. This can be observed in the provided
audio examples with high TV.

There has been previous work on vocal pitch content in rap mu-
sic, affirming that pitch variance in rap music is a complex and sig-
nificant feature of the genre [14, 15]. Thus, the increasing TV over
time in Figure 2 can likely be explained by the increasing prevalence
of rap in the dataset over the years.

In future work, we will study mean pitch and pitch class entropy
of these songs over time and across musical genres.
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