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We present a granular synthesis (GS) technique that
produces environmental-like sounds using sampled
sound grains and meso-time control functions. This
approach is related to physical modeling (PM) (Smith,
1992; V�lim�ki & Takala, 1996) and traditional
granular synthesis (GS) (Roads, 1996, 299; Truax,
1988) but we have worked on two issues that have been
previously neglected in these techniques. The model (1)
produces time patterns at ranges from ten milliseconds
to several seconds (meso-level structure), and (2) uses as
basic raw material short-duration sampled sound grains
with complex spectral dynamics.

Our study focuses on everyday sounds characterized by
single processes, such as bouncing, breaking, filling,
etc. (Ballas, 1993; Gaver, 1993; Warren & Verbrugge,
1984; Warren et al., 1987). These sounds present
dynamic temporal and spectral states that cannot be
described solely by deterministic or stochastic models
(Truax, 1996, 51). Stable resonant modes as in some
musical instruments (Smith, 1997) or completely
stochastic clouds (Roads, 1997) are just two instances
of a frequency-time continuum of sound models. Our
technique fills some of the gaps along this continuum. 

Even though most environmental sounds present wide-
ranging variations in their temporal and spectral
structure (Handel, 1995, 454), it has been shown that
they can easily be identified as belonging to
ecologically meaningful classes (Ballas, 1993;
McAdams, 1993; Warren et al., 1987). Their global
time structure does not lend to processing with Fourier-
based models (McAulay & Quartieri, 1986) and their
local spectral complexity is blurred by random sample-
based processing (Roads, 1997; Truax, 1994). A new
approach for composing at the intersection of the time
and frequency domains (Clarke, 1996) is needed.

First, we shortly review the literature on techniques
which can potentially be applied to synthesis of
environmental sounds. Then, we present our approach
to environmental sound synthesis using grains taken
from mundane sounds and ecologically feasible meso-
time scales. We discuss the implications of an

ecological approach to environmental sound simulation
and composition (Keller, 1998b), placing emphasis on
the use of ecologically-constrained time patterns and
spectrally dynamic sampled sounds.

Synthesis models: no time to loose

Digital signal processing techniques provide us with a
reliable method to represent sound signals at a sample
level (Moore, 1990). Even though these techniques are
well-suited for time-sensitive models, such as sound
localization cues or spectral filtering, it is difficult to
find percepts that could be directly mapped onto a single
variable at the sample level. Interactions among several
acoustic mechanisms, such as those discussed in
physical modeling (Florens & Cadoz, 1991; Smith,
1992), provide a useful prediction of higher level
properties from locally defined characteristics.
Neverthel ess ,  computat ional l y  effi ci ent
implementations are generally done by lumping, i.e.,
simplifying, descriptions of the sound behavior to
provide an output that approximates a generic acoustic
model (cf. Smith, 1997). In spite of the fact that some
of these models are perceptually convincing, this
approach does not start from perceptual processes but
from the physical sources that produce the sounds.
Although there are some exceptions (Chafe, 1989),
research in this area has mainly concentrated on the
spectral behavior of resonant bodies, leaving aside
descriptions of time-related excitation patterns.

The next higher level of signal description falls in the
range of grain durations. A grain (Gabor, 1947), i.e., a
very short sound, is simply a windowed group of
samples. Its duration goes from a few samples, one to
ten milliseconds, to a few hundred milliseconds. It has
been popularized as the sound unit in granular synthesis
(Roads, 1997; Truax, 1994), though from a broader
perspective it can be defined as the observation window
(Lynn & Fuerst, 1994, 144) in several analysis and
synthesis methods (short-time Fourier transform,
Wavelet transform, formant-wave synthesis (FOF),
pitch-synchronous GS, etc.) (Cavaliere & Piccialli,
1997). The granular description of sound shares some



properties with sample-based techniques, such as the
possibility of shaping the spectrum from the time
domain, or controlling the micro-temporal structure of
sound. But it also permits the use of ecologically
meaningful sound events, such as water drops and other
types of excitation patterns, which are hard to tackle
within the sample-based approach.

Granular sounds require high densities of short events to
produce aurally convincing sound textures. Therefore,
computer music composers have adopted statistically-
controlled distributions of grains limited by tendency
masks, averages, deviations, probability densities, and
other similar methods (Xenakis, 1971; Truax, 1988).
Besides the use of quasi-synchronous (periodic) grain
streams in formant-wave synthesis (Rodet, 1984) and
pitch-synchronous granular synthesis (De Poli &
Piccialli, 1991), some composers have recently
proposed deterministic control methods. Roads (1997)
suggests a traditional note-based approach for long grain
durations that can be extended to fast grain rates in order
to produce micro-temporal and spectral effects. He calls
this traditional compositional technique by the name of
ÒPulsar Synthesis.Ó Di Scipio (1994) and Truax (1990)
have explored the possibilities of controlling granular
streams from the output of nonlinear functions. This
technique offers good possibilities for the generation of
macro-temporal patterns, though up to now only
arbitrary mappings of isolated acoustic parameters have
been used (i.e., grain frequency, grain duration, etc.).
The common trend in all these approaches is to take a
time line, isomorphous to absolute time, as the
underlying space where the events are placed. In other
words, it is in the hands of the composer to make all
decisions regarding the duration, density, distribution
and organization of the grains. 

The ecological approach suggests that time be parsed
into informationally relevant events. The perceptual
system is constantly searching for new information
(Keller, 1998). Thus, attention-based processes are
triggered by organized transformation, not by
redundancy or randomness. To establish ecologically
meaningful sound events, the grain distributions and
sample-based processes have to be controlled from
parameters defined by a higher level transformation.
This transformation needs to be constrained to a finite
event which is feasible, at least in theory, within our
day-to-day environment. In other words, we are not
working on an abstract time line, but from a
representation which parses time into ecologically-
constrained events.

Granular synthesis methods

Looking at the granular approach as a two-stage
method, we can differentiate the control-function
generation from the sound synthesis stage. First, we
establish a time-frequency grid of grains (Roads, 1996,
172) by means of analysis (Short-Time Fourier
Transform, Wavelet Transform) or algorithmic
generation (screen, cloud, density). Then, we produce
the sound by placing either synthesized grains (e.g.,
sine waves, filter parameters) or sampled-sound grains
(from one or several sound files).

control
functions

sound
database

Fig 1. Granular synthesis as a two-stage method. The
control functions establish a time-frequency grid where the
grains taken from a sound database are placed.

Control functions

Whether the control functions are derived from analysis,
or generated algorithmically, similarly to signals, they
can be classified in two broad classes: (1) deterministic,
and (2) stochastic. Paraphrasing Damper (1995, 258), a
deterministic signal is one for which future values can
be correctly predicted from a mathematical model of its
generation process. Observed past values are used to find
the parameters of the model. On the other hand, a
stochastic signal is unpredictable because its generation
process is too complex or poorly understood. 

Deterministic processes can be produced by linear or
nonlinear dynamical systems. A linear system is
usually described by linear difference equations with
constant coefficients (Damper, 1995, 36). Its output is a
function of the input and the given coefficients (Bosch
& Klauw, 1994, 9). Among the properties of linear
systems we find: (a) the output is independent of
previous inputs; (b) their impulse response is finite
(FIR); (c) they are stable (Damper, 1995, 44). Examples
of linear systems are the filters used in subtractive
synthesis. By introducing feedback, the output of the
system is made dependent on previous inputs. Thus, the
impulse response becomes infinite and for some
parameters the system may present instability and
nonlinearity.

Based on these general classes of control functions, it is
possible to group the synthesis methods in GS (as
opposed to the analysis methods) in two rather
simplified categories (Roads, 1997, 427): (1)
synchronous, mostly based on deterministic functions;



and (2) asynchronous, based on stochastic functions. 

Synchronous methods are found in FOF synthesis
(Rodet, 1984), VOSIM, quasi-synchronous GS, and
pitch-synchronous GS (De Poli & Piccialli, 1991).
Asynchronous methods have been used in synthesis by
ÔscreensÕ (Xenakis, 1971), real-time GS (Truax, 1988),
FOG synthesis (Clarke, 1996), and pulsar synthesis
(Roads, 1997). In this context, the functions control the
delay between grains for a single stream. Alternately,
Clarke (1996) measures the time between grain onsets
and uses this parameter to control grain rate. 

There are some limitations in the traditional control
method of independent grain streams, grain generators,
or voices (Truax, 1988). As Clarke (1996) points out,
these models do not take into account the difference
between synchronized and independent grain generators.
In ecologically-based GS, we use the term Ôphase-
synchronousÕ for several streams that share the same
grain rate, and Ôphase-asynchronousÕ for independent
streams.
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Fig 2. Classification of granular synthesis methods based
on the grain-generators control. If there is more than one
stream, the grains in each stream can be either phase-
synchronized or completely independent.

Sound database

As we mentioned previously, control functions define
local parameters in granular synthesis. The relevance of
each of these parameters depends on what GS approach
is adopted. For example, envelope shape is important in
FOF synthesis because this local parameter determines
the bandwidth of the resulting formant. By contrast, the
same parameter in asynchronous GS (Roads, 1997) has
an effect dependent on the sound file used (Keller &
Rolfe, 1998). Random sample-based processing causes
spectral ÒblurringÓ and the sound is further modified by
the complex interaction of overlapping spectrally rich
grains. In part, this explains the gap between GS
techniques that use simple synthetic grains to try to
synthesize existing sounds, and the granular
compositional approaches that start from more
interesting and complex grains which produce less

predictable results. ÒTell me what grain waveform you
choose and IÕll tell you who you are.Ó

GS techniques have used three types of local
waveforms: (1) sine waves, in FOF synthesis (Rodet,
1984); (2) FIR filters derived by spectral analysis, in
pitch-synchronous synthesis (Cavaliere & Piccialli,
1997; De Poli & Piccialli, 1991); and (3) arbitrary
sampled sounds, in asynchronous GS (Truax, 1988),
FOG (Clarke, 1996), and pulsar synthesis (Roads,
1997). Given that the local spectrum affects the global
sound structure, we use waveforms that can be parsed in
short durations (20 to 200 ms) without altering the
complex characteristics of the original sampled sound.
Thus, we use water drops for stream-like sounds, or
pieces of bottles crashing for breaking-glass sounds.

Methods

The synthesis technique used in our study is
implemented in Csound (Vercoe, 1993), and the grain
events are generated with our own score generator and
CMask (Bartetzki, 1997). The local parameters provided
by the score determine the temporal structure of the
resulting sounds. These parameters are processed by one
or several instruments in the orchestra. The instruments
function as grain stream generators. There are three
possible configurations: (1) a single stream generator,
for bouncing sounds and rugged textures; (2) parallel
phase-asynchronous stream generators, for water stream-
like sounds; (3) parallel phase-synchronous stream
generators, for dense wind-like sounds. 

The procedure for modeling environmental-like sounds
consists of four stages:
1. Collect several samples of everyday sounds produced
by objects excited by physical agencies (Keller, 1998b),
such as running water or fire, and objects excited by
biological agencies, e.g., cracking wood, struck metal,
etc.
2. Analyze the temporal patterns and the spectral
characteristics of the samples.
3. Extract grains to be used in the Csound synthesis
language and define the meso-scale temporal behavior of
the simulation.
4. Synthesize the sounds and compare the results with
the original samples.

Bounce

The bounce pattern can be approximated by an
exponential curve or by a recursive equation. The former
can only be used for one instance of the class of bounce
sounds. On the other hand, the latter provides a general



representation of all possible forms of bounce patterns.
It can easily be adjusted just by changing the damping
parameter. Thus, we get a family of exponential curves
with different rates of damping or grain rate acceleration.
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Fig 3. Simple bounce model.

Water stream

By using several samples of drop sounds, the spectral
changes over time can be approximated. When the grain
duration is increased, several grains overlap. This causes
a formant region which is perceptually interpreted as a
water stream sound. This model provides a smooth
transition between discrete drops and fused, dense water
sounds (cf. Keller, 1998a).

Texture scraping

In the scraping simulation the control function is
periodic but the sound is random. Friction between two
rough surfaces should produce a noisy spectrum, but
this spectrum should vary depending on the speed of
scraping and the roughness of the surfaces. This is, of
course, a loose metaphor. Nevertheless, the results are
better than using the approach reported by Gaver (1993,
233), i.e., frequency of band-limited noise corresponding
to dragging speed, and bandwidth correlated to roughness
of the surface.

Summary

In ecologically-based GS, the total spectral result is
produced by the interaction of the local waveforms with
the meso-scale time patterns. Thus, the output is
characterized by emergent properties, which are not
present in either global or local parameters. For
example, by using a single bottle-bounce grain with
exponential acceleration, we have reproduced the rising
pitch that can be heard in real-world bouncing bottles
(cf. sound examples). Comparable phenomena have
been observed in simulated water-drop sounds and
rugged-texture sounds.

As pointed out by Dannenberg (1996), there is a lack of
research in sound organization in time scales ranging
from ten milliseconds to several seconds. Most sound
synthesis efforts have concentrated on micro-scale
(Roads, 1996), overlooking the perceptual relevance of

longer time scale organization (Keller & Silva, 1995).
Our research confirms that these higher-level patterns
strongly influence our perception of ecologically
meaningful sounds (Bregman, 1990, 484). 

Sound examples

More examples can be found at http://www.sfu.ca/
~dkeller.  The Csound and Cmask code used to produce
these examples is also available. Excerpts taken from
the piece Ò. . . soretes de punta.Ó (Keller, 1998a) can be
heard at http://www.earsay.com.
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