Appendix C

Some analytical optimal results

People have been working on Optimization since the ancient Greeks [Zenodorus, circa 200 BC] learned that a string encloses the most area when it is formed into the shape of a circle.

—ROMAN POLYAK

We speculate that optimization problems possessing analytical solution have convex transformation or constructive global optimality conditions, perhaps yet unknown; e.g., §4.10.2, §7.1.4, §B.5.3.0.2, (1892), §C.3.0.1.

C.1 Properties of infima

- \[\inf \emptyset \triangleq \infty\]
  \[\sup \emptyset \triangleq -\infty\]  (1862)

- Given \(f(x) : \mathcal{X} \rightarrow \mathbb{R}\) defined on arbitrary set \(\mathcal{X}\) [230, §0.1.2]
  \[\inf_{x \in \mathcal{X}} f(x) = -\sup_{x \in \mathcal{X}} -f(x)\]
  (1863)

  \[\arg \inf_{x \in \mathcal{X}} f(x) = \arg \sup_{x \in \mathcal{X}} -f(x)\]

  \[\arg \sup_{x \in \mathcal{X}} f(x) = \arg \inf_{x \in \mathcal{X}} -f(x)\]  (1864)

- Given scalar \(\kappa\) and \(f(x) : \mathcal{X} \rightarrow \mathbb{R}\) and \(g(x) : \mathcal{X} \rightarrow \mathbb{R}\) defined on arbitrary set \(\mathcal{X}\) [230, §0.1.2]
  \[\inf_{x \in \mathcal{X}} (\kappa + f(x)) = \kappa + \inf_{x \in \mathcal{X}} f(x)\]
  (1865)

  \[\inf_{x \in \mathcal{X}} \kappa f(x) = \kappa \inf_{x \in \mathcal{X}} f(x)\]

  \[\arg \inf_{x \in \mathcal{X}} (\kappa + f(x)) = \arg \inf_{x \in \mathcal{X}} f(x)\]

  \[\arg \inf_{x \in \mathcal{X}} \kappa f(x) = \arg \inf_{x \in \mathcal{X}} f(x)\]  (1866)

- \[\inf_{x \in \mathcal{X}} (f(x) + g(x)) \geq \inf_{x \in \mathcal{X}} f(x) + \inf_{x \in \mathcal{X}} g(x)\]  (1867)
Given \( f(x) : \mathcal{X} \to \mathbb{R} \) defined on arbitrary set \( \mathcal{X} \)

\[
\arg \inf_{x \in \mathcal{X}} |f(x)| = \arg \inf_{x \in \mathcal{X}} f(x)^2
\]  

(1868)

- Given \( f(x) : \mathcal{X} \cup \mathcal{Y} \to \mathbb{R} \) and arbitrary sets \( \mathcal{X} \) and \( \mathcal{Y} \) \([230, \text{§0.1.2}]

\[
\mathcal{X} \subset \mathcal{Y} \Rightarrow \inf_{x \in \mathcal{X}'} f(x) \geq \inf_{x \in \mathcal{Y}} f(x)
\]  

(1869)

\[
\inf_{x \in \mathcal{X} \cup \mathcal{Y}} f(x) = \min\{ \inf_{x \in \mathcal{X}} f(x), \inf_{x \in \mathcal{Y}} f(x) \}
\]  

(1870)

\[
\inf_{x \in \mathcal{X} \cap \mathcal{Y}} f(x) \geq \max\{ \inf_{x \in \mathcal{X}} f(x), \inf_{x \in \mathcal{Y}} f(x) \}
\]  

(1871)

C.2 Trace, singular and eigen values

- For \( A \in \mathbb{R}^{m \times n} \) and \( \sigma(A) \) denoting its singular values, the nuclear (Ky Fan) norm \( \| A \|_2 \) of matrix \( A \) \([\text{confer (46), (1737), [234, p.200]}]\) is

\[
\sum_{i} \sigma(A)_i = \text{tr} \sqrt{A^T A} = \| A \|_2^* = \sup_{\| X \|_2 \leq 1} \text{tr}(X^T A) = \maximize_{X \in \mathbb{R}^{m \times n}} \text{tr}(X^T A)
\]

subject to \[
\begin{bmatrix}
I & X \\
X^T & I
\end{bmatrix} \succeq 0
\]

\[
= \frac{1}{2} \minimize_{X \in \mathbb{S}^m, Y \in \mathbb{S}^n} \text{tr} X + \text{tr} Y
\]

subject to \[
\begin{bmatrix}
X & A \\
A^T & Y
\end{bmatrix} \succeq 0
\]

(1872)

This nuclear norm is convex\(^{C.1}\) and dual to the spectral norm. \([234, \text{p.214}]\) \([66, \text{§A.1.6}]\) Given singular value decomposition \( A = S \Sigma Q^T \in \mathbb{R}^{m \times n} \) (A.6), then \( X^* = SQ^T \in \mathbb{R}^{m \times n} \) is an optimal solution to maximization \([\text{confer §2.3.2.0.5}]\) while \( X^* = S \Sigma S^T \in \mathbb{S}^n \) and \( Y^* = Q \Sigma Q^T \in \mathbb{S}^n \) is an optimal solution to minimization \([156]\).

Srebro \([365]\) asserts

\[
\sum_{i} \sigma(A)_i = \frac{1}{2} \minimize_{U, V} \| U \|_F^2 + \| V \|_F^2
\]

subject to \( A = UV^T \)

\[
= \minimize_{U, V} \| U \|_F \| V \|_F
\]

subject to \( A = UV^T \)

(1873)

- For \( A \in \mathbb{R}^{m \times n} \) and \( \sigma(A)_1 \) connoting spectral norm,

\[
\sigma(A)_1 = \sqrt{\lambda(A^T A)}_1 = \| A \|_2 = \sup_{\| x \|_2 = 1} \| Ax \|_2 = \minimize_{t \in \mathbb{R}} \frac{1}{t} \text{subject to } \begin{bmatrix} tI & A \\ A^T & tI \end{bmatrix} \succeq 0
\]  

(605)

Denoting \( \rho = \text{rank } A \)

\[
\sigma(A)_\rho = \sqrt{\lambda(A^T A)}_\rho = \| A^T \|^{-1}_2 = \frac{1}{\minimize_{t \in \mathbb{R}} \frac{1}{t} \text{subject to } \begin{bmatrix} tI & A^T \\ A^T & tI \end{bmatrix} \succeq 0}
\]  

which is equal to \( \inf_{\| x \|_2 = 1} \| Ax \|_2 \) when \( A \) is full rank; \( \text{id est, when } \rho = \min \{m, n\}.\)

\(^{C.1}\) discernible as envelope of the rank function (1532) or as supremum of functions linear in \( A \) (Figure 79).
By confining dyad $uv^T$ to the unit nuclear norm ball (97),

$$\sigma(A)_1 = \|A\|_2 = \sup_{\|u\|=1, \|v\|=1} u^TAv = \max_{Z \in \mathbb{R}^{m \times n}, X \in \mathbb{S}^n, Y \in \mathbb{S}^n} \text{tr}(Z^TA) \text{ subject to }\begin{bmatrix} X & Z \\ Z^T & Y \end{bmatrix} \succeq 0 \quad \begin{align} X + Y & \leq 2 \\
\text{tr}X & = 1 \\
\text{tr}Y & = 1 \\
\|u\| & = 1 \\
\|v\| & = 1 \end{align}$$

with corresponding left and right singular vectors (optimal) $u^*$ and $v^*$. Applying (1882) to a result of Lanczos [184, p.207],

$$\sigma(A)_1 = \|A\|_2 = \sup \left\{ \left\| \begin{bmatrix} u \\ v \end{bmatrix} \right\|_2^2 \mid \begin{bmatrix} u & v \end{bmatrix}^T \begin{bmatrix} 0 & A^T \\ A & 0 \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} = \max_{X \in \mathbb{S}^{m+n}_+} \text{tr} \begin{bmatrix} 0 & A \\ A^T & 0 \end{bmatrix} \begin{bmatrix} X \\ A^T \end{bmatrix}, \begin{bmatrix} X & A \\ A^T & Y \end{bmatrix} \succeq 0 \quad \text{subject to } \begin{bmatrix} X & A \\ A^T & Y \end{bmatrix} \begin{bmatrix} A \\ T \end{bmatrix} \leq tI \right\}$$

whose corresponding left and right singular vectors are $\sqrt{2}u^*$ and $\sqrt{2}v^*$.

C.2.0.0.1 Exercise. Optimal matrix factorization.

Prove (1873). \(^\n\)

- For $X \in \mathbb{S}^n, Y \in \mathbb{S}^n, A \in \mathcal{C} \subseteq \mathbb{R}^{m \times n}$ for set $\mathcal{C}$ convex, and $\sigma(A)$ denoting the singular values of $A$ [156, §3],

$$\begin{align} &\minimize_{A} \quad \frac{1}{2} \minimize_{X,Y} \quad \text{tr} X + \text{tr} Y \\
&\text{subject to } \quad A \in \mathcal{C} \\
&\sum_{i} \sigma(A)_i \quad = \quad \text{subject to } \begin{bmatrix} X & A \\ A^T & Y \end{bmatrix} \succeq 0 \quad (1877) \end{align}$$

For feasible set $\mathcal{C}$ equal to the unit nuclear norm ball (97),

$$\begin{align} &\text{find } A \\
&\text{subject to } A \in \{ Z \in \mathbb{R}^{m \times n} \mid \sum_{i} \sigma(Z)_i \leq 1 \} \quad = \quad \text{subject to } \begin{bmatrix} X & A \\ A^T & Y \end{bmatrix} \succeq 0 \\
&\quad (1878) \end{align}$$

- For $A \in \mathbb{S}^n_+$ and $\beta \in \mathbb{R}$

$$\beta \text{ tr } A = \maximize_{X \in \mathbb{S}^n} \text{tr}(XA) \quad \text{subject to } \quad X \preceq \beta I \quad (1879)$$

But the following statement is numerically stable, preventing an unbounded solution in direction of a 0 eigenvalue:

$$\begin{align} &\maximize_{X \in \mathbb{S}^n} \text{sgn}(\beta) \text{tr}(XA) \\
&\text{subject to } \begin{bmatrix} X & \beta I \\ \beta I & X \end{bmatrix} \succeq 0 \quad (1880) \end{align}$$

where $\beta \text{ tr } A = \text{tr}(X^*A)$. If $\beta \geq 0$, then $(X \preceq -|\beta|I) \iff (X \succeq 0)$.

\(\text{C2Hint: Write } A = S\Sigma QT \in \mathbb{R}^{m \times n} \text{ and } \begin{bmatrix} X \\ A^T \end{bmatrix} \begin{bmatrix} U \\ V \end{bmatrix} [U^T \quad V^T] \succeq 0 \)

Show $U^* = S\sqrt{\Sigma} \in \mathbb{R}^{m \times \min(m,n)}$ and $V^* = Q\sqrt{\Sigma} \in \mathbb{R}^{n \times \min(m,n)}$, hence $\|U^*\|_F^2 = \|V^*\|_F^2$. \(\)
• For symmetric \( A \in S^N \), its smallest and largest eigenvalue in \( \lambda(A) \in \mathbb{R}^N \) are respectively \([12, \S 4.1] [45, \S 1.6.15] [233, \S 4.2] [273, \S 2.1] [274]\)

\[
\min_i \{ \lambda(A)_i \} = \inf_{\|x\|=1} x^T A x = \minimize_{X \in S^N_+} \text{tr}(X A) = \maximize_{t \in \mathbb{R}} t \quad (1881)
\]
subject to \( \text{tr} X = 1 \) subject to \( A \succeq t I \)

\[
\max_i \{ \lambda(A)_i \} = \sup_{\|x\|=1} x^T A x = \maximize_{X \in S^N} \text{tr}(X A) = \minimize_{t \in \mathbb{R}} t \quad (1882)
\]
subject to \( \text{tr} X = 1 \) subject to \( A \preceq t I \)

whereas

\[
\lambda_N I \preceq A \preceq \lambda_1 I \quad (1883)
\]

The largest eigenvalue \( \lambda_1 \) is always convex in \( A \in S^N \) because, given particular \( x \), \( x^T A x \) is linear in matrix \( A \); supremum of a family of linear functions is convex, as illustrated in Figure 79.C.3a So, for \( A, B \in S^N \), \( \lambda_1(A + B) \leq \lambda_1(A) + \lambda_1(B) \). (1671)

Similarly, the smallest eigenvalue \( \lambda_N \) of any symmetric matrix is a concave function of its entries; \( \lambda_N(A + B) \geq \lambda_N(A) + \lambda_N(B) \). (1671) For \( v_N \) a normalized eigenvector of \( A \) corresponding to the smallest eigenvalue, and \( v_1 \) a normalized eigenvector corresponding to the largest eigenvalue,

\[
v_N = \arg \inf_{\|x\|=1} x^T A x \quad (1884)
\]

\[
v_1 = \arg \sup_{\|x\|=1} x^T A x \quad (1885)
\]

• For \( A \in S^N \) having eigenvalues \( \lambda(A) \in \mathbb{R}^N \), consider the unconstrained nonconvex optimization that is a projection of \( A \) on the rank-1 subset (§2.9.2.1, §3.6.0.0.1) of the boundary of positive semidefinite cone \( S^N_+ \): Defining \( \lambda_1 \equiv \max_i \{ \lambda(A)_i \} \) and corresponding eigenvector \( v_1 \)

\[
\minimize_x \| x x^T - A \|_F^2 = \minimize_x \text{tr}(x x^T(x x^T) - 2A x x^T + A^T A) \quad (1886)
\]

\[
= \begin{cases} \| \lambda(A) \|^2, & \lambda_1 \leq 0 \\ \| \lambda(A) \|^2 - \lambda_1^2, & \lambda_1 > 0 \end{cases}
\]

\[
\arg \minimize_x \| x x^T - A \|_F^2 = \begin{cases} 0, & \lambda_1 \leq 0 \\ v_1 \sqrt{\lambda_1}, & \lambda_1 > 0 \end{cases} \quad (1887)
\]

**Proof.** This is simply the Eckart & Young solution from §7.1.2:

\[
x^* x^T = \begin{cases} 0, & \lambda_1 \leq 0 \\ \lambda_1 v_1 v_1^T, & \lambda_1 > 0 \end{cases} \quad (1888)
\]

Given nonincreasingly ordered diagonalization \( A = Q \Lambda Q^T \) where \( \Lambda = \delta(\lambda(A)) \) (§A.5), then (1886) has minimum value

\[
\minimize_x \| x x^T - A \|_F^2 = \begin{cases} \| Q \Lambda Q^T \|_F^2 = \| \delta(\lambda) \|^2, & \lambda_1 \leq 0 \\ \left\| Q \begin{bmatrix} \lambda_1 & 0 \\ 0 & \ddots \\ \vdots & 0 \\ 0 & 0 \end{bmatrix} Q^T \right\|_F^2 = \left\| \begin{bmatrix} \lambda_1 \\ 0 \\ \vdots \\ 0 \end{bmatrix} - \delta(\lambda) \right\|_F^2, & \lambda_1 > 0 \end{cases} \quad (1889)
\]

\[\text{C.3}^{\ddagger}\text{Largest eigenvalue } \lambda_1 \text{ is analogous to supremum over dashed vertical line segment in the figure.}\]
Given symmetric matrix $A \in \mathbb{S}^N$, prove:

$$v_N = \arg \max_x ||x x^T - A||_F^2$$
subject to $||x|| = 1$  \hfill (1890)

$$v_1 = \arg \min_x ||x x^T - A||_F^2$$
subject to $||x|| = 1$  \hfill (1891)

where $v_N$ is a normalized eigenvector of $A$ corresponding to its smallest eigenvalue and $v_1$ corresponds to its largest. What is each objective’s optimal value?

- (Ky Fan, 1949) For eigenvalues $\lambda(B) \in \mathbb{R}^N$ of $B \in \mathbb{S}^N$ arranged in nonincreasing order, and for $1 \leq k \leq N$ \cite{12, §A.5.1} \cite{247, §4.3.18} \cite{206, §2} \cite{273, §2.1} \cite{274}

$$\sum_{i = N-k+1}^{N} \lambda(B)_i = \inf_{U \in \mathbb{R}^{N \times k}} \text{tr}(UU^T B) = \min_{X \in \mathbb{S}^N_+} \text{tr}(XB)$$
subject to $U^T U = I$  \hfill (a)

$$= \max_{\mu \in \mathbb{R}, Z \in \mathbb{S}^N_+} \mu(k - N) + \text{tr}(B - Z)$$
subject to $\mu I \succeq B - Z$  \hfill (b)

$$\sum_{i = 1}^{k} \lambda(B)_i = \sup_{U \in \mathbb{R}^{N \times k}} \text{tr}(UU^T B) = \max_{X \in \mathbb{S}^N_+} \text{tr}(XB)$$
subject to $U^T U = I$  \hfill (c)

$$= \min_{\mu \in \mathbb{R}, Z \in \mathbb{S}^N_+} \mu k + \text{tr} Z$$
subject to $\mu I \succeq B - Z$  \hfill (d)

Given ordered diagonalization $B = QA Q^T$, \cite{274} then an optimal $U$ for the infimum is $U^* = Q(:, N-k+1:N) \in \mathbb{R}^{N \times k}$ whereas $U^* = Q(:, 1:k) \in \mathbb{R}^{N \times k}$ for the supremum is more reliably computed. In both cases, $X^* = U^* U^T$. Optimization (a) searches the convex hull of outer product $UU^T$ of all $N \times k$ orthonormal matrices. \cite{274}

- For $B \in \mathbb{S}^N$ whose eigenvalues $\lambda(B) \in \mathbb{R}^N$ are arranged in nonincreasing order, and for diagonal matrix $\Upsilon \in \mathbb{S}^k$ whose diagonal entries are arranged in nonincreasing order where $1 \leq k \leq N$, we utilize the main-diagonal $\delta$ operator’s selfadjointness property \cite{14, §4.2}

$$\sum_{i = 1}^{k} \Upsilon_{ii} \lambda(B)_{N-i+1} = \inf_{U \in \mathbb{R}^{N \times k}} \text{tr}(\Upsilon U^T BU) = \inf_{U \in \mathbb{R}^{N \times k}} \delta(\Upsilon)^T \delta(U^T BU)$$
subject to $U^T U = I$  \hfill (1893)

$$= \min_{\forall i \in \mathbb{S}^N} \text{tr} \left( B \sum_{i = 1}^{k} (\Upsilon_{ii} - \Upsilon_{i+1,i+1}) V_i \right)$$
subject to $\text{tr} V_i = i \ , \quad i = 1 \ldots k$
$I \succeq V_i \succeq 0 \ , \quad i = 1 \ldots k$

where $\Upsilon_{k+1,k+1} \equiv 0$. We speculate,

$$\sum_{i = 1}^{k} \Upsilon_{ii} \lambda(B)_i = \sup_{U \in \mathbb{R}^{N \times k}} \text{tr}(\Upsilon U^T BU) = \sup_{U \in \mathbb{R}^{N \times k}} \delta(\Upsilon)^T \delta(U^T BU)$$
subject to $U^T U = I$  \hfill (1894)
Alizadeh shows: \cite{12, §4.2}

\[
\sum_{i=1}^{k} \frac{\lambda_{i} (B)}{\sum_{i=1}^{k} i \mu_{i} + \text{tr} Z_{i}} \quad \text{subject to} \quad \mu_{i} I + Z_{i} - (\Lambda_{ii} - \Lambda_{i+1,i+1}) B \succeq 0, \quad i = 1 \ldots k \quad Z_{i} \succeq 0, \quad i = 1 \ldots k
\]

\[= \maximize_{V_{i} \in S^{N}} \text{tr} \left( B \sum_{i=1}^{k} (\Lambda_{ii} - \Lambda_{i+1,i+1}) V_{i} \right) \quad \text{subject to} \quad \text{tr} V_{i} = i, \quad i = 1 \ldots k \quad 1 \succeq V_{i} \succeq 0, \quad i = 1 \ldots k \]  

(1895)

where $\Lambda_{k+1,k+1} \triangleq 0$.

- The largest eigenvalue magnitude $\mu$ of $A \in S^{N}$

\[
\max_{i} \{ |\lambda (A)|_{i} \} = \minimize_{\mu \in \mathbb{R}} \mu \quad \text{subject to} \quad -\mu I \preceq A \preceq \mu I
\]

is minimized over convex set $C$ by semidefinite program: \cite{confer §7.1.5}

\[
\minimize_{A} \|A\|_{2} \quad \text{subject to} \quad A \in C \equiv \minimize_{\mu \in \mathbb{R}} A \quad \text{subject to} \quad -\mu I \preceq A \preceq \mu I \quad \text{for} \quad A \in C
\]

\[
id est, \quad \mu^{*} \triangleq \max_{i} \{ |\lambda (A^{*})|_{i} \} \quad \text{where} \quad 1 \ldots N \in \mathbb{R}_{+}
\]

(1896)

- For $B \in S^{N}$ whose eigenvalues $\lambda (B) \in \mathbb{R}^{N}$ are arranged in nonincreasing order, let $\Pi \lambda (B)$ be a permutation of eigenvalues $\lambda (B)$ such that their absolute value becomes arranged in nonincreasing order: $|\Pi \lambda (B)|_{1} \geq |\Pi \lambda (B)|_{2} \geq \cdots \geq |\Pi \lambda (B)|_{N}$. Then, for $1 \leq k \leq N$ \cite{12, §4.3} C.4

\[
\sum_{i=1}^{k} |\Pi \lambda (B)|_{i} = \maximize_{\mu \in \mathbb{R}, Z \in S^{N}_{+}} k \mu + \text{tr} Z \quad \maximize_{B, V - W} \text{tr} (B, V - W) \quad \text{subject to} \quad \mu I + Z + B \succeq 0 \quad \text{subject to} \quad I \succeq V, W \quad \text{subject to} \quad I \succeq V + W = k
\]

(1899)

For diagonal matrix $\Lambda \in S^{k}$ whose diagonal entries are arranged in nonincreasing order where $1 \leq k \leq N$

\[
\sum_{i=1}^{k} \Lambda_{ii} |\Pi \lambda (B)|_{i} = \minimize_{\mu \in \mathbb{R}, Z \in S^{N}} \sum_{i=1}^{k} i \mu_{i} + \text{tr} Z_{i} \quad \maximize_{V_{i}, W_{i} \in S^{N}} \text{tr} \left( B \sum_{i=1}^{k} (\Lambda_{ii} - \Lambda_{i+1,i+1}) (V_{i} - W_{i}) \right) \quad \text{subject to} \quad \text{tr} (V_{i} + W_{i}) = i \quad i = 1 \ldots k \quad I \succeq V_{i} \succeq 0, \quad i = 1 \ldots k \quad I \succeq W_{i} \succeq 0, \quad i = 1 \ldots k
\]

(1900)

where $\Lambda_{k+1,k+1} \triangleq 0$.

\text{\textsuperscript{C.4}}We eliminate a redundant positive semidefinite variable from Alizadeh’s minimization. There exist typographical errors in \cite{332, (6.49)(6.55)} for this minimization.
C.3. ORTHOGONAL PROCRUSTES PROBLEM

C.2.0.0.3 Exercise. Weighted sum of largest eigenvalues.
Prove (1894).

For \( A, B \in \mathbb{S}^N \) whose eigenvalues \( \lambda(A), \lambda(B) \in \mathbb{R}^N \) are respectively arranged in nonincreasing order, and for nonincreasingly ordered diagonalizations \( A = W_A \Upsilon W_A^T \) and \( B = W_B \Lambda W_B^T \) [231] [273, §2.1] [274]

\[
\lambda(A)^T \lambda(B) = \sup_{U \in \mathbb{R}^{N \times N}} \text{tr}(A^T U^T B U) \geq \text{tr}(A^T B) \quad (1919)
\]

where optimal \( U \) is

\[
U^* = W_B W_A^T \in \mathbb{R}^{N \times N} \quad (1916)
\]

We can push that upper bound higher using a result in §C.4.2.1:

\[
|\lambda(A)^T| \lambda(B)| = \sup_{U \in \mathbb{C}^{N \times N}} \text{tr}(A^T B) \quad (1901)
\]

For step function \( \psi \) as defined in (1752), optimal \( U \) becomes

\[
U^* = W_B \sqrt{\delta(\psi(\delta(\Lambda)))} \sqrt{\delta(\psi(\delta(\Upsilon)))} W_A^T \in \mathbb{C}^{N \times N} \quad (1902)
\]

C.3 Orthogonal Procrustes problem

Given \( A, B \in \mathbb{R}^{n \times N} \), their product having full singular value decomposition (§A.6.2)

\[
AB^T \triangleq U \Sigma Q^T \in \mathbb{R}^{n \times n} \quad (1903)
\]

then an optimal solution \( R^* \) to the orthogonal Procrustes problem

\[
\text{minimize} \quad \| A - R^T B \|_F \\
\text{subject to} \quad R^T = R^{-1} \quad (1904)
\]

maximizes \( \text{tr}(A^T R B) \) over the nonconvex manifold of orthogonal matrices: [233, §7.4.8]

\[
R^* = Q U^T \in \mathbb{R}^{n \times n} \quad (1905)
\]

A necessary and sufficient condition for optimality

\[
AB^T R^* \succeq 0 \quad (1906)
\]

holds whenever \( R^* \) is an orthogonal matrix. [192, §4]

Optimal solution \( R^* \) can reveal rotation/reflection (§5.5.2, §B.5) of one list in the columns of matrix \( A \) with respect to another list in \( B \). Solution is unique if rank \( BV_N = n \). [127, §2.4.1] In the case that \( A \) is a vector and permutation of \( B \), solution \( R^* \) is not necessarily a permutation matrix (§4.7.0.0.3) although the optimal objective will be zero. More generally, the optimal value for objective of minimization is

\[
\text{tr}(A^T A + B^T B - 2 A B^T R^*) = \text{tr}(A^T A) + \text{tr}(B^T B) - 2 \text{tr}(U \Sigma U^T) = \| A \|^2_F + \| B \|^2_F - 2 \delta(\Sigma)^T 1 \quad (1907)
\]

while the optimal value for corresponding trace maximization is

\[
\sup_{R = R^{-1}} \text{tr}(A^T R B) = \text{tr}(A^T R^* T B) = \delta(\Sigma)^T 1 \geq \text{tr}(A^T B) \quad (1908)
\]

The same optimal solution \( R^* \) solves

\[
\text{maximize} \quad \| A + R^T B \|_F \\
\text{subject to} \quad R^T = R^{-1} \quad (1909)
\]
C.3.0.1 Procrustes relaxation

By replacing its feasible set with (Example 2.3.2.0.5) the convex hull of orthogonal matrices, we relax Procrustes problem (1904) to a convex problem

\[
\begin{align*}
\text{minimize} & \quad \|A - R^T B\|_F^2 \\
\text{subject to} & \quad R^T = R^{-1}
\end{align*}
\]

whose adjusted objective must always equal Procrustes' C.5 because orthogonal matrices are the extreme points of this hull.

C.3.1 Effect of translation

Consider the impact on problem (1904) of DC offset in known lists \( A, B \in \mathbb{R}^{n \times N} \). Rotation of \( B \) there is with respect to the origin, so better results may be obtained if offset is first accounted. Because geometric centers of lists \( AV \) and \( BV \) are the origin, instead we solve

\[
\begin{align*}
\text{minimize} & \quad \|AV - R^T BV\|_F \\
\text{subject to} & \quad R^T = R^{-1}
\end{align*}
\]

where \( V \in \mathbb{S}^N \) is the geometric centering matrix (§B.4.1). Now we define the full singular value decomposition

\[
AVB^T \triangleq U \Sigma Q^T \in \mathbb{R}^{n \times n}
\]

and an optimal rotation matrix

\[
R^* = QU^T \in \mathbb{R}^{n \times n}
\]

The desired result is an optimally rotated offset list

\[
R^* BV + A(I - V) \approx A
\]

which most closely matches the list in \( A \). Equality is attained when the lists are precisely related by a rotation/reflection and an offset. When \( R^* B = A \) or \( B 1 = A 1 = 0 \), this result (1913) reduces to \( R^* B \approx A \).

C.3.1.1 Translation of extended list

Suppose an optimal rotation matrix \( R^* \in \mathbb{R}^{n \times n} \) were derived as before from matrix \( B \in \mathbb{R}^{n \times N} \), but \( B \) is part of a larger list in the columns of \([C \ B] \in \mathbb{R}^{n \times M+N}\) where \( C \in \mathbb{R}^{n \times M} \). In that event, we wish to apply the rotation/reflection and translation to the larger list. The expression supplanting the approximation in (1913) makes \( 1^T \) of compatible dimension;

\[
R^*[C - B 1\frac{1}{N}]^T BV + A 1\frac{1}{N}
\]

\(\text{id est, } C - B 1\frac{1}{N} \in \mathbb{R}^{n \times M} \) and \( A 1\frac{1}{N} \in \mathbb{R}^{n \times M+N} \).

\(^{C.5}\) and whose optimal numerical solution for \( n \leq N \) (SDPT3 [395]) [195] is reliably observed to be orthogonal.
C.4 Two-sided orthogonal Procrustes

C.4.0.1 Minimization

Given symmetric \( A, B \in \mathbb{S}^N \), each having diagonalization (§A.5.1)
\[
A \triangleq Q_A \Lambda_A Q_A^T, \quad B \triangleq Q_B \Lambda_B Q_B^T
\]
where eigenvalues are arranged in their respective diagonal matrix \( \Lambda \) in nonincreasing order, then an optimal solution \( R^* \in \mathbb{R}^{N \times N} \)
\[
R^* = Q_B Q_A^T \quad (1916)
\]
to the two-sided orthogonal Procrustes problem
\[
\begin{align*}
\text{minimize} & \quad \|A - R^TBR\|_F \\
\text{subject to} & \quad R^T = R^{-1}
\end{align*}
\]
maximizes \( \text{tr}(A^T R^T B R) \) over the nonconvex manifold of orthogonal matrices. Optimal product \( R^* B^* \) has the eigenvectors of \( A \) but the eigenvalues of \( B \). \( \{192, \text{sic}\} \)
The optimal value for the objective of minimization is, by (51)
\[
\|Q_A \Lambda_A Q_A^T - R^* T Q_B \Lambda_B Q_B^T R^*\|_F = \|Q_A (\Lambda_A - \Lambda_B) Q_A^T\|_F = \|\Lambda_A - \Lambda_B\|_F
\]
while the corresponding trace maximization has optimal value
\[
\sup_{R^T = R^{-1}} \text{tr}(A^T R^T B R) = \text{tr}(A^T R^* T B R^*) = \text{tr}(\Lambda_A \Lambda_B) \geq \text{tr}(A^T B)
\]
The lower bound on inner product of eigenvalues is due to Fan (p.495).

C.4.0.2 Maximization

Any permutation matrix is an orthogonal matrix. Defining a row- and column-swapping permutation matrix (a reflection matrix, §B.5.3)
\[
\Xi = \Xi^T = \begin{bmatrix} 0 & \cdots & 1 \\ \vdots & \ddots & \vdots \\ 1 & \cdots & 0 \end{bmatrix}
\]
then an optimal solution \( R^* \) to the maximization problem [sic]
\[
\begin{align*}
\text{maximize} & \quad \|A - R^TBR\|_F \\
\text{subject to} & \quad R^T = R^{-1}
\end{align*}
\]
minimizes \( \text{tr}(A^T R^T B R) \): \{231, \text{sic}\} \[273, \text{§2.1}\] \{274\}
\[
R^* = Q_B \Xi Q_A^T \in \mathbb{R}^{N \times N}
\]
The optimal value for the objective of maximization is
\[
\|Q_A \Lambda_A Q_A^T - R^* T Q_B \Lambda_B Q_B^T R^*\|_F = \|Q_A \Lambda_A Q_A^T - Q_A \Xi^T \Lambda_B Q_B^T \Xi^T\|_F = \|\Lambda_A - \Xi \Lambda_B \Xi\|_F
\]
while the corresponding trace minimization has optimal value
\[
\inf_{R^T = R^{-1}} \text{tr}(A^T R^T B R) = \text{tr}(A^T R^* T B R^*) = \text{tr}(\Lambda_A \Xi \Lambda_B \Xi)
\]
C.4.1 Procrustes’ relation to linear programming

Although these two-sided Procrustes problems are nonconvex, there is a connection with linear programming [14, §3] [273, §2.1] [274]: Given \( A, B \in \mathbb{S}^N \), this semidefinite program in \( S \) and \( T \)

\[
\begin{align*}
\text{minimize} & \quad \text{tr}(A^T R^T B R) = \max S, T \in \mathbb{S}^N \quad \text{tr}(S + T) \\
\text{subject to} & \quad R^T = R^{-1} \quad \text{subject to} \quad A^T \otimes B - I \otimes S - T \otimes I \succeq 0
\end{align*}
\]

(1925)

(where \( \otimes \) signifies Kronecker product (§D.1.2.1)) has optimal objective value (1924). These two problems in (1925) are strong duals (§2.13.1.1.2). Given ordered diagonalizations (1915), make the observation:

\[
\inf_R \text{tr}(A^T R^T B R) = \inf_R \text{tr}(\Lambda_A \bar{R}^T \Lambda_B \bar{R})
\]

(1926)
because \( \bar{R} \triangleq Q_B^T R Q_A \) on the set of orthogonal matrices (which includes the permutation matrices) is a bijection. This means, basically, diagonal matrices of eigenvalues \( \Lambda_A \) and \( \Lambda_B \) may be substituted for \( A \) and \( B \), so only the main diagonals of \( S \) and \( T \) come into play:

\[
\max S, T \in \mathbb{S}^N 1^T \delta(S + T) \\
\text{subject to} \quad \delta(I \otimes (\Xi \Lambda_B \Xi) - I \otimes S - T \otimes I) \succeq 0
\]

(1927)
a linear program in \( \delta(S) \) and \( \delta(T) \) having the same optimal objective value as the semidefinite program (1925).

We relate their results to Procrustes problem (1917) by manipulating signs (1863) and permuting eigenvalues:

\[
\max R \quad \text{tr}(A^T R^T B R) = \min S, T \in \mathbb{S}^N 1^T \delta(S + T) \\
\text{subject to} \quad R^T = R^{-1} \quad \text{subject to} \quad \delta(S + T \otimes I - \Lambda_A \otimes \Lambda_B) \succeq 0
\]

(1928)

This formulation has optimal objective value identical to that in (1919).

C.4.2 Two-sided orthogonal Procrustes via SVD

By making left- and right-side orthogonal matrices independent, we can push the upper bound on trace (1919) a little further: Given real matrices \( A, B \) each having full singular value decomposition (§A.6.2)

\[
A \triangleq U_A \Sigma_A Q_A^T \in \mathbb{R}^{m \times n}, \quad B \triangleq U_B \Sigma_B Q_B^T \in \mathbb{R}^{m \times n}
\]

(1929)

then a well-known optimal solution \( R^*, S^* \) to the problem

\[
\begin{align*}
\minimize_{R, S} & \quad \|A - S B R\|_F  \\
\text{subject to} & \quad R^H = R^{-1} \quad S^H = S^{-1}
\end{align*}
\]

(1930)

maximizes \( \text{re} \text{tr}(A^T S B R) \): [357] [326] [56] [225] optimal orthogonal matrices

\[
S^* = U_A U_B^H \in \mathbb{R}^{m \times m}, \quad R^* = Q_B Q_A^H \in \mathbb{R}^{n \times n}
\]

(1931)
two-sided or thogonal Procrustes are not necessarily unique [sic] because the feasible set is not convex. The optimal value for the objective of minimization is, by (51)

\[ \|U_A \Sigma_A Q_A^H - S^* U_B \Sigma_B Q_B^H R^*\|_F = \|U_A (\Sigma_A - \Sigma_B) Q_A^H\|_F = \|\Sigma_A - \Sigma_B\|_F \]  

(1932)

while the corresponding trace maximization has optimal value [45, §III.6.12]

\[ \sup_{R^H = R^{-1}, S^H = S^{-1}} \text{tr}(A^T S B R) = \sup_{R^H = R^{-1}, S^H = S^{-1}} \text{re} \text{ tr}(A^T S \Sigma_B R^* \Sigma_A^T) = \text{re} \text{ tr}(\Sigma_A^T \Sigma_B) \geq \text{tr}(A^T B) \]

(1933)

for which it is necessary

\[ A^T S^* B R^* \geq 0, \quad B R^* A^T S^* \geq 0 \]  

(1934)

The lower bound on inner product of singular values in (1933) is due to von Neumann. Equality is attained if \( U_A H A U_B = I \) and \( Q_B H B Q_A = I \).

### C.4.2.1 Symmetric matrices

Now optimizing over the complex manifold of unitary matrices (§B.5.2), the upper bound on trace (1919) is thereby raised: Suppose we are given diagonalizations for (real) symmetric \( A, B \) (§A.5)

\[ A = W_A \Psi \Psi^T \in S^n, \quad \delta(\Psi) \in \mathcal{K}_M \]  

(1935)

\[ B = W_B \Lambda \Lambda^T \in S^n, \quad \delta(\Lambda) \in \mathcal{K}_M \]  

(1936)

having their respective eigenvalues in diagonal matrices \( \Psi, \Lambda \in S^n \) arranged in nonincreasing order (membership to the monotone cone \( \mathcal{K}_M \) (445)). Then by splitting eigenvalue signs, we invent a symmetric SVD-like decomposition

\[ A \triangleq U_A \Sigma_A Q_A^H \in S^n, \quad B \triangleq U_B \Sigma_B Q_B^H \in S^n \]  

(1937)

where \( U_A, U_B, Q_A, Q_B \in \mathbb{C}^{n \times n} \) are unitary matrices defined by (confer §A.6.2.2)

\[ U_A \triangleq W_A \sqrt{\delta(\delta(\Psi))}, \quad Q_A \triangleq W_A \sqrt{\delta(\delta(\Psi))}^H, \quad \Sigma_A = |\Psi| \]  

(1938)

\[ U_B \triangleq W_B \sqrt{\delta(\delta(\Lambda))}, \quad Q_B \triangleq W_B \sqrt{\delta(\delta(\Lambda))}^H, \quad \Sigma_B = |\Lambda| \]  

(1939)

where step function \( \delta \) is defined in (1752). In this circumstance,

\[ S^* = U_A U_B^H = R^T \in \mathbb{C}^{n \times n} \]  

(1940)

optimal matrices (1931) now unitary are related by transposition. The optimal value of objective (1932) is

\[ \|U_A \Sigma_A Q_A^H - S^* U_B \Sigma_B Q_B^H R^*\|_F = \| |\Psi| - |\Lambda| \|_F \]  

(1941)

while the corresponding optimal value of trace maximization (1933) is

\[ \sup_{R^H = R^{-1}, S^H = S^{-1}} \text{re} \text{ tr}(A^T S B R) = \text{tr}(|\Psi| |\Lambda|) \]  

(1942)
C.4.2.2 Diagonal matrices

Now suppose $A$ and $B$ are diagonal matrices

$$A = \Upsilon = \delta^2(\Upsilon) \in S^n, \quad \delta(\Upsilon) \in K_M(1943)$$

$$B = \Lambda = \delta^2(\Lambda) \in S^n, \quad \delta(\Lambda) \in K_M(1944)$$

both having their respective main diagonal entries arranged in nonincreasing order:

$$\begin{align*}
\text{minimize} & \quad \| \Upsilon - S \Lambda R \|_F \\
\text{subject to} & \quad R^H = R^{-1} \\
& \quad S^H = S^{-1}
\end{align*}$$

(1945)

Then we have a symmetric decomposition from unitary matrices as in (1937) where

$$U_A \triangleq \sqrt{\delta(\psi(\delta(\Upsilon)))}, \quad Q_A \triangleq \sqrt{\delta(\psi(\delta(\Upsilon)))}^H, \quad \Sigma_A = |\Upsilon|$$

(1946)

$$U_B \triangleq \sqrt{\delta(\psi(\delta(\Lambda)))}, \quad Q_B \triangleq \sqrt{\delta(\psi(\delta(\Lambda)))}^H, \quad \Sigma_B = |\Lambda|$$

(1947)

Procrustes solution (1931) again sees the transposition relationship

$$S^* = U_A U_B^H = R^* \in \mathbb{C}^{n \times n}$$

(1940)

but both optimal unitary matrices are now themselves diagonal. So,

$$S^* \Lambda R^* = \delta(\psi(\delta(\Upsilon))) \Lambda \delta(\psi(\delta(\Lambda))) = \delta(\psi(\delta(\Upsilon))) |\Lambda|$$

(1948)

C.5 Quadratics

C.5.1 minimization, convex

Given positive semidefinite matrix $A \succeq 0$ ($\S A.4.0.0.2$)

$$\inf_{x \in \mathbb{R}^n} \frac{1}{2} x^T A x + b^T x = \frac{1}{4} \inf_{x \in \mathbb{R}^n} \begin{bmatrix} x^T & 1 \end{bmatrix} \begin{bmatrix} A & b \\ b^T & 0 \end{bmatrix} \begin{bmatrix} x \\ 1 \end{bmatrix} = \begin{cases} -\frac{1}{2} b^T A^+ b, & b \in \mathcal{R}(A) \\ -\infty, & \text{otherwise} \end{cases}$$

(1949)

where $b \in \mathcal{R}(A)$ is condition (1680) of the Schur complement.

C.5.1.0.1 Exercise. maximization, convex case.

Assume a negative semidefinite matrix $A \preceq 0$. Write the analogue to (1949) for supremum of a concave quadratic. ▼

C.5.2 minimization, nonconvex

[391, §2] [364, §2] Given symmetric matrix $A \in S^n$, vector $b \in \mathbb{R}^n$, and scalar $\rho > 0$

$$\begin{align*}
\text{minimize} & \quad \frac{1}{2} x^T A x + b^T x \\
\text{subject to} & \quad \|x\| \leq \rho
\end{align*}$$

(1950)

$$\begin{align*}
\text{i)} & \quad (A + \lambda^* I) x^* = -b \\
\text{ii)} & \quad \lambda^* (\|x^*\| - \rho) = 0, \quad \|x^*\| \leq \rho \\
\text{iii)} & \quad A + \lambda^* I \succeq 0
\end{align*}$$

is a nonconvex problem for symmetric $A$ unless $A \succeq 0$. But necessary and sufficient global optimality conditions are known for any symmetric $A$: vector $x^*$ solves minimization (1950) iff $\exists$ Lagrange multiplier $\lambda^* \geq 0$ satisfying the three corresponding conditions.
Conditions i and ii are necessary KKT conditions, \([66, \S 5.5.3]\) while condition iii governs passage to nonconvex global optimality and derived from (1949) like so: Lagrangian
\[
\mathcal{L}(x, \lambda) = \frac{1}{2} x^T A x + b^T x + \lambda (x^T x - \rho^2) = \frac{1}{2} x^T (A + 2\lambda I) x + b^T x - \lambda \rho^2
\]
has finite infimum, assuming \(A + 2\lambda I \succeq 0\)
\[
\inf_{x \in \mathbb{R}^n} \mathcal{L}(x, \lambda) = -\frac{1}{2} b^T (A + 2\lambda I)^{1/2} b - \rho^2 \lambda, \quad b \in \mathcal{R}(A + 2\lambda I)
\]
that is a lower bound to generally nonconvex problem (1950). \(\lambda^*\) is unique; it is the solution to a convex dual problem that attempts the greatest lower bound to (1950), substituting \(\lambda \leftarrow \frac{1}{2} \lambda\)
\[
\maximize_{\lambda \in \mathbb{R}_+} \minimize_{x \in \mathbb{R}^n} \mathcal{L}(x, \lambda) = \maximize_{\lambda \in \mathbb{R}_+} -b^T (A + \lambda I)^{1/2} b - \rho^2 \lambda
\]
subject to \(A + \lambda I \succeq 0\)
\(b \in \mathcal{R}(A + \lambda I)\)

(1953)
x* is unique if \(A + \lambda^* I \succ 0\).
Equality-constrained problem
\[
\minimize_{x} \frac{1}{2} x^T A x + b^T x \quad \Leftrightarrow \quad \begin{align*}
& i) \quad (A + \lambda^* I) x^* = -b \\
& ii) \quad \|x^*\| = \rho \\
& iii) \quad A + \lambda^* I \succeq 0
\end{align*}
\]
(1954)
is nonconvex for any symmetric \(A\) matrix. \(x^*\) solves minimization (1954) iff \(\exists \lambda^* \in \mathbb{R}\) satisfying the associated conditions. \(\lambda^*\) and \(x^*\) are unique as before.

C.5.3 maximization, nonconvex

Hiriart-Urruty disclosed global optimality conditions in 1998 \([228]^{C.6}\) for maximizing a convex quadratic with convex constraints; a nonconvex problem \([349, \S 32]\).

\[C.6\]...the assumptions in Theorem 8 ask for the \(Q_i\) being positive definite (see the top of the page of Theorem 8). I must confess that I do not remember why. --- Jean-Baptiste Hiriart-Urruty