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5.12. LIST RECONSTRUCTION 403

Each member then has at least N−1 − r zeros in its higher-dimensional coordinates
because r ≤ N−1. (1202) To truncate those zeros, choose n equal to affine dimension
which is the smallest n possible because XVN has rank r≤ n (1198).5.59 In that case,
the simplest choice for Qp is [ I 0 ] having dimension r×N−1.

We may wish to verify the list (1293) found from the diagonalization of −V T
NDVN .

Because of rotation/reflection and translation invariance (§5.5), EDM D can be uniquely
made from that list by calculating: (1049)

D(X) = D(X[0
√

2VN ]) = D(Qp[0
√

Λ QT ]) = D([0
√

ΛQT ]) (1295)

This suggests a way to find EDM D given −V T
NDVN (confer (1174))

D =

[

0
δ
(

−V T
NDVN

)

]

1T + 1
[

0 δ
(

−V T
NDVN

)T
]

− 2

[

0 0T

0 −V T
NDVN

]

(1170)

5.12.2 0 geometric center. V

Alternatively we may perform reconstruction using auxiliary matrix V (§B.4.1) and Gram
matrix −V D V 1

2 (1070) instead; to find a generating list for polyhedron

P − αc (1296)

whose geometric center αc has been translated to the origin. Redimensioning
diagonalization factors Q, Λ∈RN×N and unknown Qp∈ Rn×N , (1197)

−V D V = 2V XTX V , QΛQT , Q
√

Λ QT
pQp

√
ΛQT (1297)

where the geometrically centered generating list constitutes (confer (1293))

XV = 1√
2

Qp

√
Λ QT ∈ Rn×N

= [x1− 1
N X1 x2− 1

N X1 x3− 1
N X1 · · · xN − 1

N X1 ]
(1298)

where αc = 1
N X1. (§5.5.1.0.1) Recall, Qp accounts for list rotation/reflection. The

simplest choice for Qp is [ I 0 ]∈Rr×N with affine dimension r .

Now EDM D can be uniquely made from the list found: (1049)

D(X) = D(XV ) = D( 1√
2

Qp

√
ΛQT) = D(

√
Λ QT) 1

2 (1299)

This EDM is, of course, identical to (1295). Similarly to (1170), from −V D V we can
find EDM D (confer (1161))

D = δ(−V D V 1
2 )1T + 1δ(−V D V 1

2 )T − 2(−V D V 1
2 ) (1160)

5.59If we write QT =







qT
1
.
.
.

qT
N−1






as rowwise eigenvectors, Λ=















λ1 0
. . .

λr
0 . . .

0 0















in terms of eigenvalues,

and Qp =
[

qp1 · · · qpN−1

]

as column vectors, then Qp

√
Λ QT =

r
∑

i=1

√
λi qpi

qT
i is a sum of r linearly

independent rank-1 matrices (§B.1.1). Hence the summation has rank r .
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(a)

(b)

(c)

(d)

(f) (e)

Figure 161: (confer Figure 8) Nonconvex map of United States of America showing some
state boundaries and the Great Lakes. All plots made by connecting 5020 points. Any
difference in scale in (a) through (d) is artifact of plotting routine.
(a) Shows original map made from decimated (latitude, longitude) data.
(b) Original map data rotated (freehand) to highlight curvature of Earth.
(c) Map isometrically reconstructed from an EDM (from distance only).
(d) Same reconstructed map illustrating curvature.
(e)(f) Two views of one isotonic reconstruction (from comparative distance);

problem (1309) with no sort constraint Π d (and no hidden line removal).
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5.13 Reconstruction examples

5.13.1 Isometric reconstruction

5.13.1.0.1 Example. Cartography.
The most fundamental application of EDMs is to reconstruct relative point position given
only interpoint distance information. Drawing a map of the United States is a good
illustration of isometric reconstruction (§5.4.2.2.10) from complete distance data. We
obtained latitude and longitude information for the coast, border, states, and Great Lakes
from the usalo atlas data file within Matlab Mapping Toolbox; conversion to Cartesian
coordinates (x, y, z) via:

φ , π/2 − latitude

θ , longitude
x = sin(φ) cos(θ)
y = sin(φ) sin(θ)
z = cos(φ)

(1300)

We used 64% of the available map data to calculate EDM D from N = 5020 points.
The original (decimated) data and its isometric reconstruction via (1291) are shown in
Figure 161a-d. [430, Matlab code] The eigenvalues computed for (1289) are

λ(−V T
NDVN ) = [199.8 152.3 2.465 0 0 0 · · · ]T (1301)

The 0 eigenvalues have absolute numerical error on the order of 2E-13 ; meaning, the
EDM data indicates three dimensions (r = 3) are required for reconstruction to nearly
machine precision. 2

5.13.2 Isotonic reconstruction

Sometimes only comparative information about distance is known (Earth is closer to the
Moon than it is to the Sun). Suppose, for example, EDM D for three points is unknown:

D = [dij ] =





0 d12 d13

d12 0 d23

d13 d23 0



 ∈ S3

h (1038)

but comparative distance data is available:

d13 ≥ d23 ≥ d12 (1302)

With vectorization d = [d12 d13 d23]
T∈R3, we express the comparative data as the

nonincreasing sorting

Π d =





0 1 0
0 0 1
1 0 0









d12

d13

d23



 =





d13

d23

d12



 ∈ KM+ (1303)

where Π is a given permutation matrix expressing known sorting action on the entries of
unknown EDM D , and KM+ is the monotone nonnegative cone (§2.13.10.4.2)

KM+ = {z | z1 ≥ z2 ≥ · · · ≥ zN(N−1)/2 ≥ 0} ⊆ RN(N−1)/2
+ (438)

where N(N−1)/2 = 3 for the present example. From sorted vectorization (1303) we
create the sort-index matrix

O =





0 12 32

12 0 22

32 22 0



 ∈ S3

h ∩ R3×3

+ (1304)

http://convexoptimization.com/TOOLS/USALO
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Figure 162: Largest ten eigenvalues, of −V T
N OVN for USA map, sorted by decreasing value.

generally defined
Oij , k2 | dij = (ΞΠ d)k , j 6= i (1305)

where Ξ is a permutation matrix (1920) completely reversing order of vector entries.
Replacing EDM data with indices-square of a nonincreasing sorting like this is, of

course, a heuristic we invented and may be regarded as a nonlinear introduction of
much noise into the Euclidean distance matrix. For large data sets, this heuristic makes
an otherwise intense problem computationally tractable; we see an example in relaxed
problem (1310).

Any process of reconstruction that leaves comparative distance information intact
is called ordinal multidimensional scaling or isotonic reconstruction. Beyond rotation,
reflection, and translation error, (§5.5) list reconstruction by isotonic reconstruction is
subject to error in absolute scale (dilation) and distance ratio. Yet Borg & Groenen
argue: [57, §2.2] reconstruction from complete comparative distance information for a large
number of points is as highly constrained as reconstruction from an EDM; the larger the
number, the smaller the optimal solution set; whereas,

isotonic solution set ⊇ isometric solution set (1306)

5.13.2.1 Isotonic cartography

To test Borg & Groenen’s conjecture, suppose we make a complete sort-index matrix
O∈ SN

h ∩ RN×N
+ for the map of USA and then substitute O in place of EDM D in

the reconstruction process of §5.12. Whereas EDM D returned only three significant
eigenvalues (1301), the sort-index matrix O is generally not an EDM (certainly not an
EDM with corresponding affine dimension 3) so returns many more. The eigenvalues,
calculated with absolute numerical error approximately 5E-7 , are plotted in Figure 162:

λ(−V T
N OVN ) = [880.1 463.9 186.1 46.20 17.12 9.625 8.257 1.701 0.7128 0.6460 · · · ]T

(1307)

The extra eigenvalues indicate that affine dimension corresponding to an EDM near
O is likely to exceed 3. To realize the map, we must simultaneously reduce that
dimensionality and find an EDM D closest to O in some sense5.60 while maintaining

5.60 a problem explored more in §7.
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the known comparative distance relationship. For example: given permutation matrix Π
expressing the known sorting action like (1303) on entries

d ,
1√
2

dvec D =

























d12

d13

d23

d14

d24

d34...
dN−1,N

























∈ RN(N−1)/2 (1308)

of unknown D∈ SN
h , we can make sort-index matrix O input to the optimization problem

minimize
D

‖−V T
N (D − O)VN ‖F

subject to rankV T
NDVN ≤ 3

Π d ∈ KM+

D ∈ EDMN

(1309)

that finds the EDM D (corresponding to affine dimension not exceeding 3 in isomorphic
dvec EDMN∩ ΠTKM+) closest to O in the sense of Schoenberg (1068).

Analytical solution to this problem, ignoring the sort constraint Π d∈KM+ , is known
[400]: we get the convex optimization [sic ] (§7.1)

minimize
D

‖−V T
N (D − O)VN ‖F

subject to rankV T
NDVN ≤ 3

D ∈ EDMN

(1310)

Only the three largest nonnegative eigenvalues in (1307) need be retained to make list
(1293); the rest are discarded. The reconstruction from EDM D found in this manner
is plotted in Figure 161e-f. (In the Matlab code on Wıκımization [423], matrix O is

normalized by (N(N−1)/2)
2
.) From these plots it becomes obvious that inclusion of the

sort constraint is necessary for isotonic reconstruction.
That sort constraint demands: any optimal solution D⋆ must possess the known

comparative distance relationship that produces the original ordinal distance data O
(1305). Ignoring the sort constraint, apparently, violates it. Yet even more remarkable is
how much the map, reconstructed using only ordinal data, still resembles the original map
of USA after suffering the many violations produced by solving relaxed problem (1310).
This suggests the simple reconstruction techniques of §5.12 are robust to a significant
amount of noise.

5.13.2.2 Isotonic solution with sort constraint

Because problems involving rank are generally difficult, we will partition (1309) into two
problems we know how to solve and then alternate their solution until convergence:

minimize
D

‖−V T
N (D − O)VN ‖F

subject to rankV T
NDVN ≤ 3

D ∈ EDMN

(a) (1310)

minimize
σ

‖σ − Π d‖
subject to σ ∈ KM+

(b)

(1311)
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where sort-index matrix O (a given constant in (a)) becomes an implicit vector variable
o i solving the ith instance of (1311b)

1√
2

dvec Oi = o i , ΠTσ⋆ ∈ RN(N−1)/2 , i∈{1, 2, 3 . . .} (1312)

As mentioned in discussion of relaxed problem (1310), a closed-form solution to problem
(1311a) exists. Only the first iteration of (1311a) sees the original sort-index matrix
O whose entries are nonnegative whole numbers; id est, O0 =O∈ SN

h ∩ RN×N
+ (1305).

Subsequent iterations i take the previous solution of (1311b) as input

Oi = dvec−1(
√

2 o i ) ∈ SN (1313)

real successors, estimating distance-square not order, to the sort-index matrix O .
New convex problem (1311b) finds the unique minimum-distance projection of Π d on

the monotone nonnegative cone KM+ . By defining

Y †T = [e1− e2 e2− e3 e3− e4 · · · em] ∈ Rm×m (439)

where m,N(N−1)/2 , we may rewrite (1311b) as an equivalent quadratic program; a
convex problem in terms of the halfspace-description of KM+ :

minimize
σ

(σ − Π d)T(σ − Π d)

subject to Y †σ º 0
(1314)

This quadratic program can be converted to a semidefinite program via Schur-form
(§3.5.3); we get the equivalent problem

minimize
t∈R , σ

t

subject to

[

tI σ − Π d
(σ − Π d)T 1

]

º 0

Y †σ º 0

(1315)

5.13.2.3 Convergence

In §E.10 we discuss convergence of alternating projection on intersecting convex sets in a
Euclidean vector space; convergence to a point in their intersection. Here the situation is
different for two reasons:

Firstly, sets of positive semidefinite matrices having an upper bound on rank are
generally not convex. Yet in §7.1.4.0.1 we prove that (1311a) is equivalent to a projection
of nonincreasingly ordered eigenvalues on a subset of the nonnegative orthant:

minimize
D

‖−V T
N (D − O)VN ‖F

subject to rankV T
NDVN ≤ 3

D ∈ EDMN

≡
minimize

Υ
‖Υ − Λ‖F

subject to δ(Υ)∈
[

R3

+

0

]

(1316)

where −V T
NDVN ,UΥUT∈ SN−1 and −V T

N OVN ,QΛQT∈ SN−1 are ordered
diagonalizations (§A.5). It so happens: optimal orthogonal U⋆ always equals Q
given. Linear operator T (A) = U⋆TAU⋆, acting on square matrix A , is an isometry
because Frobenius’ norm is orthogonally invariant (51). This isometric isomorphism T
thus maps a nonconvex problem to a convex one that preserves distance.

Secondly, the second half (1311b) of the alternation takes place in a different vector
space; SN

h (versus SN−1). From §5.6 we know these two vector spaces are related by an
isomorphism, SN−1 =VN (SN

h ) (1179), but not by an isometry.
We have, therefore, no guarantee from theory of alternating projection that alternation

(1311) converges to a point, in the set of all EDMs corresponding to affine dimension not
in excess of 3 , belonging to dvec EDMN∩ ΠTKM+ .
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5.13.2.4 Interlude

Map reconstruction from comparative distance data, isotonic reconstruction, would also
prove invaluable to stellar cartography where absolute interstellar distance is difficult to
acquire. But we have not yet implemented the second half (1314) of alternation (1311) for
USA map data because memory-demands exceed capability of our computer.

5.13.2.4.1 Exercise. Convergence of isotonic solution by alternation.
Empirically demonstrate convergence, discussed in §5.13.2.3, on a smaller data set. H

It would be remiss not to mention another method of solution to this isotonic
reconstruction problem: Once again we assume only comparative distance data like (1302)
is available. Given known set of indices I

minimize
D

rankV D V

subject to dij ≤ dkl ≤ dmn ∀(i , j , k , l ,m , n)∈ I
D ∈ EDMN

(1317)

this problem minimizes affine dimension while finding an EDM whose entries satisfy known
comparative relationships. Suitable rank heuristics are discussed in §4.5.1 and §7.2.2 that
will transform this to a convex optimization problem.

Using contemporary computers, even with a rank heuristic in place of the objective
function, this problem formulation is more difficult to compute than the relaxed
counterpart problem (1310). That is because there exist efficient algorithms to compute
a selected few eigenvalues and eigenvectors from a very large matrix. Regardless, it is
important to recognize: the optimal solution set for this problem (1317) is practically
always different from the optimal solution set for its counterpart, problem (1309).

5.14 Fifth property of Euclidean metric

We continue now with the question raised in §5.3 regarding necessity for at least one
requirement more than the four properties of the Euclidean metric (§5.2) to certify
realizability of a bounded convex polyhedron or to reconstruct a generating list for it from
incomplete distance information. There we saw that the four Euclidean metric properties
are necessary for D∈EDMN in the case N = 3 , but become insufficient when cardinality
N exceeds 3 (regardless of affine dimension).

5.14.1 Recapitulate

In the particular case N = 3 , −V T
NDVN º 0 (1220) and D∈ S3

h are necessary and sufficient
conditions for D to be an EDM. By (1222), triangle inequality is then the only Euclidean
condition bounding the necessarily nonnegative dij ; and those bounds are tight. That
means the first four properties of the Euclidean metric are necessary and sufficient
conditions for D to be an EDM in the case N = 3 ; for i , j∈{1, 2 , 3}

√

dij ≥ 0 , i 6= j
√

dij = 0 , i = j
√

dij =
√

dji
√

dij ≤
√

dik +
√

dkj , i 6=j 6=k

⇔ −V T
NDVN º 0

D ∈ S3

h
⇔ D ∈ EDM3 (1318)

Yet those four properties become insufficient when N > 3.
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5.14.2 Derivation of the Fifth

Correspondence between the triangle inequality and the EDM was developed in §5.8.2
where a triangle inequality (1222a) was revealed within the leading principal 2×2
submatrix of −V T

NDVN when positive semidefinite. Our choice of the leading principal
submatrix was arbitrary; actually, a unique triangle inequality like (1117) corresponds to
any one of the (N−1)!/(2!(N−1 − 2)!) principal 2×2 submatrices.5.61 Assuming D∈ S4

h

and −V T
NDVN ∈ S3, then by the positive (semi)definite principal submatrices theorem

(§A.3.1.0.4) it is sufficient to prove: all dij are nonnegative, all triangle inequalities
are satisfied, and det(−V T

NDVN ) is nonnegative. When N = 4 , in other words, that
nonnegative determinant becomes the fifth and last Euclidean metric requirement for
D∈EDMN . We now endeavor to ascribe geometric meaning to it.

5.14.2.1 Nonnegative determinant

By (1123) when D∈EDM4, −V T
NDVN is equal to inner product (1118),

ΘTΘ =





d12

√

d12d13 cos θ213

√

d12d14 cos θ214
√

d12d13 cos θ213 d13

√

d13d14 cos θ314
√

d12d14 cos θ214

√

d13d14 cos θ314 d14



 (1319)

Because Euclidean space is an inner-product space, the more concise inner-product form
of the determinant is admitted;

det(ΘTΘ) = −d12d13d14

(

cos(θ213)
2+cos(θ214)

2+cos(θ314)
2 − 2 cos θ213 cos θ214 cos θ314 − 1

)

(1320)
The determinant is nonnegative if and only if

cos θ214 cos θ314 −
√

sin(θ214)2 sin(θ314)2 ≤ cos θ213 ≤ cos θ214 cos θ314 +
√

sin(θ214)2 sin(θ314)2

⇔
cos θ213 cos θ314 −

√

sin(θ213)2 sin(θ314)2 ≤ cos θ214 ≤ cos θ213 cos θ314 +
√

sin(θ213)2 sin(θ314)2

⇔
cos θ213 cos θ214 −

√

sin(θ213)2 sin(θ214)2 ≤ cos θ314 ≤ cos θ213 cos θ214 +
√

sin(θ213)2 sin(θ214)2

(1321)
which simplifies, for 0 ≤ θi1ℓ , θℓ1j , θi1j ≤ π and all i 6=j 6=ℓ∈{2, 3, 4} , to

cos(θi1ℓ + θℓ1j) ≤ cos θi1j ≤ cos(θi1ℓ − θℓ1j) (1322)

Analogously to triangle inequality (1234), the determinant is 0 upon equality on either
side of (1322) which is tight. Inequality (1322) can be equivalently written linearly as a
triangle inequality between relative angles [463, §1.4];

|θi1ℓ − θℓ1j | ≤ θi1j ≤ θi1ℓ + θℓ1j

θi1ℓ + θℓ1j + θi1j ≤ 2π

0 ≤ θi1ℓ , θℓ1j , θi1j ≤ π

(1323)

Generalizing this:

5.61There are fewer principal 2×2 submatrices in −V T
NDVN than there are triangles made by four or

more points because there are N !/(3!(N− 3)!) triangles made by point triples. The triangles corresponding
to those submatrices all have vertex x1 . (confer §5.8.2.1)
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θ213

−θ214

−θ314

π

Figure 163: The relative-angle inequality tetrahedron (1324) bounding EDM4 is regular;
drawn in entirety. Each angle θ (1115) must belong to this solid to be realizable.

5.14.2.1.1 Fifth property of Euclidean metric - restatement.
Relative-angle inequality. [54] [55, p.17, p.107] [269, §3.1]
(confer §5.3.1.0.1) Augmenting the four fundamental Euclidean metric properties in
Rn, for all i, j, ℓ 6= k∈{1 . . . N } , i<j <ℓ , and for N ≥ 4 distinct points {xk} , the
inequalities

|θikℓ − θℓkj | ≤ θikj ≤ θikℓ + θℓkj (a)

θikℓ + θℓkj + θikj ≤ 2π (b)

0 ≤ θikℓ , θℓkj , θikj ≤ π (c)

(1324)

must be satisfied at each point xk regardless of affine dimension, where θikj = θjki is the
angle between vectors at vertex xk as defined in (1115) and illustrated in Figure 144.

⋄

Because point labelling is arbitrary, this fifth Euclidean metric requirement must apply
to each of the N points as though each were in turn labelled x1 ; hence the new index k
in (1324). Just as the triangle inequality is the ultimate test for realizability of only three
points, the relative-angle inequality is the ultimate test for only four. For four distinct
points, the triangle inequality remains a necessary although penultimate test; (§5.4.3)

Four Euclidean metric properties (§5.2).
Angle θ inequality (1043) or (1324).

⇔ −V T
NDVN º 0

D ∈ S4

h

⇔ D = D(Θ)∈ EDM4 (1325)

The relative-angle inequality, for this case, is illustrated in Figure 163.

5.14.2.2 Beyond the fifth metric property

When cardinality N exceeds 4 , the first four properties of the Euclidean metric and the
relative-angle inequality together become insufficient conditions for realizability. In other
words, the four Euclidean metric properties and relative-angle inequality remain necessary
but become a sufficient test only for positive semidefiniteness of all the principal 3 × 3
submatrices [sic ] in −V T

NDVN . Relative-angle inequality can be considered the ultimate
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test only for realizability at each vertex xk of each and every purported tetrahedron
constituting a hyperdimensional body.

When N = 5 in particular, relative-angle inequality becomes the penultimate
Euclidean metric requirement while nonnegativity of then unwieldy det(ΘTΘ) corresponds
(by the positive (semi)definite principal submatrices theorem in §A.3.1.0.4) to the sixth
and last Euclidean metric requirement. Together these six tests become necessary and
sufficient, and so on.

Yet for all values of N , only assuming nonnegative dij , relative-angle matrix
inequality in (1236) is necessary and sufficient to certify realizability; (§5.4.3.1)

Euclidean metric property 1 (§5.2).
Angle matrix inequality Ω º 0 (1124).

⇔ −V T
NDVN º 0

D ∈ SN
h

⇔ D = D(Ω , d)∈ EDMN (1326)

Like matrix criteria (1044), (1068), and (1236), the relative-angle matrix inequality
and nonnegativity property subsume all the Euclidean metric properties and further
requirements.

5.14.3 Path not followed

As a means to test for realizability of four or more points, an intuitively
appealing way to augment the four Euclidean metric properties is to
recognize generalizations of the triangle inequality: In the case of
cardinality N = 4 the three-dimensional analogue to triangle & distance
is tetrahedron & facet-area, whereas in case N = 5 the four-dimensional
analogue is polychoron & facet-volume, ad infinitum. For N points, N+1
metric properties are required.

5.14.3.1 N = 4

Each of the four facets of a general tetrahedron is a triangle and its relative
interior. Suppose we identify each facet of the tetrahedron by its area-square:
c1 , c2 , c3 , c4 . Then analogous to metric property 4, we may write a tight5.62

area inequality for the facets

√
ci ≤ √

cj +
√

ck +
√

cℓ , i 6=j 6=k 6=ℓ∈{1, 2 , 3, 4} (1327)

which is a generalized “triangle” inequality [259, §1.1] that follows from

√
ci =

√
cj cos ϕij +

√
ck cos ϕik +

√
cℓ cos ϕiℓ (1328)

[276] [444, Law of Cosines] where ϕij is the dihedral angle at the common edge
between triangular facets i and j .

If D is the EDM corresponding to the whole tetrahedron, then area-square
of the ith triangular facet has a convenient formula in terms of Di∈ EDMN−1

the EDM corresponding to that particular facet: From the Cayley-Menger
determinant5.63 for simplices, [444] [151] [190, §4] [97, §3.3] the ith facet

5.62The upper bound is met when all angles in (1328) are simultaneously 0 ; that occurs, for example, if
one point is relatively interior to the convex hull of the three remaining.
5.63 whose foremost characteristic is: the determinant vanishes if and only if affine dimension does not

equal penultimate cardinality; id est, det

[

0 1T

1 −D

]

= 0 ⇔ r < N−1 where D is any EDM (§5.7.3.0.1).

Otherwise, the determinant is negative.

http://mathworld.wolfram.com/LawofCosines.html
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area-square for i∈{1 . . . N} is (§A.4.1)

ci =
−1

2N−2(N−2)!2
det

[

0 1T

1 −Di

]

(1329)

=
(−1)N

2N−2(N−2)!2
det Di

(

1TD−1
i 1

)

(1330)

=
(−1)N

2N−2(N−2)!2
1Tcof(Di)

T1 (1331)

where Di is the ith principal N−1×N−1 submatrix5.64 of D∈EDMN , and
cof(Di) is the N−1×N−1 matrix of cofactors [374, §4] corresponding to Di .
The number of principal 3 × 3 submatrices in D is, of course, equal to the
number of triangular facets in the tetrahedron; four (N !/(3!(N−3)!)) when
N = 4.

5.14.3.1.1 Exercise. Sufficiency conditions for an EDM of four points.
Triangle inequality (property 4) and area inequality (1327) are conditions
necessary for D to be an EDM. Prove their sufficiency in conjunction with
the remaining three Euclidean metric properties. H

5.14.3.2 N = 5

Moving to the next level, we might encounter a Euclidean body called
polychoron: a bounded polyhedron in four dimensions.5.65 Our polychoron
has five (N !/(4!(N− 4)!)) facets, each of them a general tetrahedron whose
volume-square ci is calculated using the same formula; (1329) where
D is the EDM corresponding to the polychoron, and Di is the EDM
corresponding to the ith facet (the principal 4 × 4 submatrix of D∈EDMN

corresponding to the ith tetrahedron). The analogue to triangle & distance
is now polychoron & facet-volume. We could then write another generalized
“triangle” inequality like (1327) but in terms of facet volume; [449, §IV]

√
ci ≤ √

cj +
√

ck +
√

cℓ +
√

cm , i 6=j 6=k 6=ℓ 6=m∈{1 . . . 5} (1332)

5.14.3.2.1 Exercise. Sufficiency for an EDM of five points.
For N = 5 , triangle (distance) inequality (§5.2), area inequality (1327), and
volume inequality (1332) are conditions necessary for D to be an EDM. Prove
their sufficiency. H

5.14.3.3 Volume of simplices

There is no known formula for the volume of a bounded general convex
polyhedron expressed either by halfspace or vertex-description. [461, §2.1]
[320, p.173] [266] [202] [203] Volume is a concept germane to R3 ; in higher
dimensions it is called content. Applying the EDM assertion (§5.9.1.0.4)
and a result from [66, p.407], a general nonempty simplex (§2.12.3) in RN−1

corresponding to an EDM D∈ SN
h has content

√
c = content(S)

√

det(−V T
NDVN ) (1333)

5.64Every principal submatrix of an EDM remains an EDM. [269, §4.1]
5.65The simplest polychoron is called a pentatope [444]; a regular simplex hence convex. (A pentahedron
is a three-dimensional body having five vertices.)

http://mathworld.wolfram.com/Pentatope.html
http://mathworld.wolfram.com/Pentahedron.html
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.

h

R

a

Figure 164: Length of one-dimensional face a equals height h=a=1 of this convex
nonsimplicial pyramid in R3 with square base inscribed in a circle of radius R centered at
the origin. [444, Pyramid ]

where content-square of the unit simplex S⊂RN−1 is proportional to its
Cayley-Menger determinant;

content(S)2 =
−1

2N−1(N−1)!2
det

[

0 1T

1 −D([0 e1 e2 · · · eN−1 ])

]

(1334)

where ei∈RN−1 and the EDM operator used is D(X) (1049).

5.14.3.3.1 Example. Pyramid.
A formula for volume of a pyramid is known:5.66 it is 1

3 the product of its
base area with its height. [255] The pyramid in Figure 164 has volume 1

3 .
To find its volume using EDMs, we must first decompose the pyramid into
simplicial parts. Slicing it in half along the plane containing the line segments
corresponding to radius R and height h we find the vertices of one simplex,

X =





1/2 1/2 −1/2 0
1/2 −1/2 −1/2 0
0 0 0 1



∈ Rn×N (1335)

where N = n + 1 for any nonempty simplex in Rn. The volume of this simplex
is half that of the entire pyramid; id est,

√
c = 1

6 found by evaluating (1333).
2

With that, we conclude digression of path.

5.14.4 Affine dimension reduction in three dimensions

(confer §5.8.4) The determinant of any M ×M matrix is equal to the product of its
M eigenvalues. [374, §5.1] When N = 4 and det(ΘTΘ) is 0 , that means one or more
eigenvalues of ΘTΘ∈R3×3 are 0. The determinant will go to 0 whenever equality is
attained on either side of (1043), (1324a), or (1324b), meaning that a tetrahedron has

5.66Pyramid volume is independent of the paramount vertex position as long as its height remains constant.

http://mathworld.wolfram.com/Pyramid.html
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collapsed to a lower affine dimension; id est, r = rank ΘTΘ = rank Θ is reduced below
N−1 exactly by the number of 0 eigenvalues (§5.7.1.1).

In solving completion problems of any size N where one or more entries of an EDM
are unknown, therefore, dimension r of the affine hull required to contain the unknown
points is potentially reduced by selecting distances to attain equality in (1043) or (1324a)
or (1324b).

5.14.4.1 Exemplum redux

We now apply the fifth Euclidean metric property to an earlier problem:

5.14.4.1.1 Example. Small completion problem, IV. (confer §5.9.2.0.1)
Returning again to Example 5.3.0.0.2 that pertains to Figure 143 where N =4 ,
distance-square d14 is ascertainable from the fifth Euclidean metric property. Because
all distances in (1041) are known except

√
d14 , then cos θ123 =0 and θ324 =0 result from

identity (1115). Applying (1043),

cos(θ123 + θ324) ≤ cos θ124 ≤ cos(θ123 − θ324)
0 ≤ cos θ124 ≤ 0

(1336)

It follows again from (1115) that d14 can only be 2. As explained in this subsection, affine
dimension r cannot exceed N−2 because equality is attained in (1336). 2


