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What is Deep Learning?
• “a class of machine learning techniques, 

developed mainly since 2006, where many 
layers of non-linear information processing 
stages or hierarchical architectures are 
exploited.”

• “recently applied to many signal processing 
areas such as image, video, audio, speech, 
and text and has produced surprisingly good 
results”
– http://www.icassp2012.com/Tutorial_09.asp
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• “technology companies are reporting 
startling gains in fields as diverse as 
computer vision, speech recognition and the 
identification of promising new molecules 
for designing drugs”

• “has already been put to use in services like 
Apple’s Siri virtual personal assistant, which 
is based on Nuance Communications’ 
speech recognition service, and in Google’s 
Street View, which uses machine vision to 
identify specific addresses”
– http://www.nytimes.com/2012/11/24/science/scientists-see-

advances-in-deep-learning-a-part-of-artificial-intelligence.html?
hpw&pagewanted=all
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A Brief History
• 1950s: Artificial neural networks mimic the 

way the brain absorbs information and 
learns from it. 

• 1960s: computer scientists: “a workable 
artificial intelligence system is just 10 years 
away!”

• 1980s: a wave of commercial start-ups 
collapsed, leading to what some people 
called the “A.I. winter.”

• 1990s: SVMs!
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• 2006: Geoffrey Hinton 
pioneers powerful new 
techniques for helping the 
artificial networks 
recognize patterns.
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• 2006-present: Andrew 
Ng and others help 
popularize the method.

• 2013: Google acquires 
Hinton’s deep learning 
startup.
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Why Neural Networks?
• People are better than computers at 

recognizing patterns.
• Neurons in the perceptual system represent 

features of sensory input.
• The brain learns layers of features.
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Why So Popular?
• Scalable. “...it scales beautifully. Basically 

you just need to keep making it bigger and 
faster, and it will get better.” ~Hinton

• Accurate. Jeff Dean and Andrew Ng 
“programmed a cluster of 16,000 computers 
to train itself to automatically recognize 
images in a library of 14 million pictures of 
20,000 different objects. ... the system did 
70 percent better than the most advanced 
previous one.”
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• A lab at the University of Lugano “won a 
pattern recognition contest by 
outperforming both competing software 
systems and a human expert in identifying 
images in a database of German traffic 
signs.”

• “The winning program accurately identified 
99.46 percent of the images in a set of 
50,000; the top score in a group of 32 
human participants was 99.22 percent, and 
the average for the humans was 98.84 
percent.”
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• Adaptive. In general, early on, neurons are 
not function specific. The auditory cortex 
can learn to see!

12



Basic Concepts
• Neuron: 

h(x) = f(wTx + b)
• Parameters to train:

w and b
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• Stack layers of neurons.
• Problem: given input, x, and output, y, find 

parameters, w.
• Training algorithm: back propagation.
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• Autoencoder: a 
special kind of NN

• input layers and 
output layers are 
equal
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• Example autoencoder: 10-by-10 pixel 
images, and 100 hidden units
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Self-Taught Learning
• Use the learned activations as features.
• http://ufldl.stanford.edu/wiki/index.php/

Self-Taught_Learning
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Deep Networks
• Many layers can model more complex 

features than few layers.
• Difficulty: training!
• Solution: greedy layer-wise training.
• Restricted Boltzmann Machine (RBM)
• Contrastive Divergence (CD)
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• ICML 2012
• Traditional ML model: feature extraction, 

then (supervised) machine learning.
• Instead: learn good features, then cluster 

them.
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• ICML 2013
• Training a huge system is overwhelming!
• Proposes a deep belief network built with a 

GPU cluster and commodity hardware.
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• NIPS 2009
• For speech: speaker recognition, gender 

recognition, phoneme recognition
• For music: genre recognition, artist 

recognition
– Just give it the spectrogram!
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• SVM with RBF upon 
the output activations
– outperforms MFCCs

• genre recognition, 
autotagging

• “there are many 
hyper-parameters to 
optimize”
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• ISMIR 2011
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• artist recognition, 
genre recognition, 
key detection

• on the Million Song 
Dataset
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• Goal: “identifying the 
alignment of beats 
within a measure”

• Features: drum onset 
patterns (bounded 
linear units)
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