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Automated Physical Modeling of Nonlinear Audio
Circuits For Real-Time Audio Effects - Part II: BJT
and Vacuum Tube Examples
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Abstract—This is the second part of a two-part paper that
presents a procedural approach to derive nonlinear filters fom
schematics of audio circuits for the purpose of digitally emlating
musical effects circuits in real-time. This work presents he
results of applying this physics-based technique to two aud
preamplifier circuits. The approach extends a thread of resarch
that uses variable transformation and offline solution of tre
global nonlinear system. The solution is approximated with
multidimensional linear interpolation during runtime to a void
uncertainties in convergence. The methods are evaluated fee
experimentally against a reference SPICE circuit simulatbn. The
circuits studied here are the BJT common emitter amplifier, and
the triode preamplifier. The results suggest the use of funain
approximation to represent the solved system nonlinearityof the
K-method and invite future work along these lines.

ing of musical acoustics to solve in real-time the ordinary
differential equations (ODESs) of nonlinear circuits. S¢dte

was developed that accepts circuits described in netlish fo
and given user design parameters, generates a real-time non
linear circuit simulator. This software, sound examplehwi
various input signals and real-time effect plugins arelaisée

at http://ccrma.stanford.edu/~dtyeh/nkmethod10. Thayipk
were prototyped using the LV2 audio effects framewarking
open-source audio and math libraries.

A review of related work in real-time models of musical
circuits and a brief summary of this method are presented,
followed by the model and simulation results of two example
circuits.

Index Terms—Virtual analog, physical modeling synthesis, guitar

distortion, guitar amplifier modeling, vacuum tube ampilifieal-time
audio, circuit simulation, nonlinear filters, K-Method, @&Dsolver,
EDICS: AUD-SYST

I. INTRODUCTION

II. PREVIOUSWORK

A variety of methods for digital emulation of nonlinear
musical circuits have been attempted through the years [2],
[3]. Most commercial approaches rely on some combination

HIS is the second part of a two-part paper that presemtbwaveshaping with filtering, which is a simplified approach
research to model and simulate highly nonlinear circuite simulating the nonlinear behavior of the circuit.

used primarily for electric guitar effects. This method ta i Nonlinear processing multiplies the bandwidth of the in-
present form is most directly applicable to circuits withouut signal and in discrete-time processing these frequency
time-varying parameters, such as guitar distortion ciscitart multiples can alias at the Nyquist frequency. Consequently
| [1] presented a procedural approach to derive nonlingarsil most musical distortion algorithms apply the nonlineaty
from schematics of audio circuits for the purpose of difjtal an upsampled rate, typically 4 to 8 times the audio sampling
emulating musical effects circuits in real-time. The foafs rate, e.g., 8x48 kHz. Furthermore, the baseband tones geodu
Part Il is the simulation of two circuits common in audigsychoacoustic masking patterns in human hearing that can
amplifiers: a BJT common emitter amplifier, and a vacuupiide the weaker alias tones even using lower oversampling
tube triode preamp. factors as studied in [4].

This effort aims to preserve the heritage of musical cir- physically-based methods numerically integrate the argin
cuits whose components, such as vacuum tubes, or vinta@fferential equations of the circuit. The explicit integion
transistors, are becoming increasingly rare. By explgitite methods have poor convergence properties, which depend
progress of contemporary digital computing power, modelinupon the input signal, for highly saturating circuits such a
vintage circuits based on archives of their circuit schésat guitar amplifiers (see [5] for a summary of integration meth-
and device characteristics can ensure that the unique sod@ad). Because of this, recent attempts to emulate nonlinear
of these circuits will be available for future generatiorfs anusical circuits have used implicit numerical integrat[ai
musicians. [4], [6]-[8]. Wave digital filter [4], [6] and time-varying ffier

This work extends an established efficient nonlineafiethods [7] are also essentially implicit numerical integr
continuous-time state-space formulation for physical etod tion schemes. The nonlinear solver in implicit methods has

Copyright (c) 2010 IEEE. Personal use of this material isnited. difﬁCUIt.ly Conve.rging. \_NhEI’I applied to CirCUitS. with strgg
However, permission to use this material for any other psepomust be Saturating nonlinearities [5]. A workaround is to solve the

obtained from the IEEE by sending a request to pubs-peronis@ieee.org. nonlinear functions offline and use a function approxinratio
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Acoustics (CCRMA), Department of Music, Stanford UniversiStanford, such as table Iookup durlng runtime [9]’ [101'
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One popular application of virtual analog is to simulateoefficient matrices and the nonlinear relationships betwe
the nonlinearities and dynamics added by amplification wigystem variables. This produces a form of nonlinear filter
a vacuum tube amplifier. This is commonly done using wavsimilar to that of the K-method. Whereas the K-method
shaping [2]. Accurately simulating the tube sound based oequires derivation of the system ODE before discretimatio
physical principles in real-time is a challenging task. Wawhe DK-method first applies discretization, then solves the
digital models of the vacuum tube amplifier require certairesulting system for the state update and nonlinear relatio
approximations and modifications that affect the stabditygl This ordering of operations simplifies the automation of the
dynamics of the system [4], [6], [11]. The wave digitabystem derivation.
approach is not a straightforward method to simulate antyitr
circuits although it does offer advantages in numericdlibta
and computational efficiency when used properly [10], [12]A. Solution of the discrete K-method

Recent efforts [13]-[15] are converging toward direct solu . o . o
tion of the differential equations with optional precometign Discretizing the circuit and performlng MNA on the .CIrCUIt
and tabulation of the system nonlinearity to mitigate th)\@eldsastate update equation in the following form, asitieta
convergence problem, which is discussed in Part | [1]. TH& Part 1 [1]:
technique of table lookups to represent nonlinearitie ieesn
used for decades in digital audio [16], [17]. x[n] = Ax[n — 1] 4+ Bu[n] + Ci[n]. (1)

One form of this approach, the K-method [18] — a nonlinear,
state-space system solver — can be used to simulate tube amghe state is described by vectar u is the vector of

[10] without many of the approximations necessary in wavfputs to the circuit, including power supplies, ands the
digital and direct ODE approaches. The K-method itself igector contribution of the nonlinear devices in the cirspit
a special form of the general method to compute a system. the diodes, vacuum tubes, etc. These nonlinear device

of connected nonlinear filters [19], [20] by rearranging thgre typically modeled as voltage controlled current scsirce
system and solving a system-level nonlinear equation using

table lookup. Owing to their generality, these methods may .
have numerous formulations to model the same circuit, and i=f(v), (@)
are laborious to apply.

The DK-method presented in Part | of this paper [1] mak
several contributions to extend this research. It provides™.
set of unambiguous rules to map the circuit features to st
variables and the system matrices. The specific formulati8
proposed preserves the dimensionality of the underlying no
linearity, whereas the nonlinear filter composition mettods v = Dx + Eu + Fi, (3)
not dictate how to represent the solved system nonlinearity
Because it preserves the system inputs and components, relgrhe terminal voltagesy|n], for the nonlinear devices can
tive to solving the ODE directly, this method is demonstiatene solved implicitly
to have the built-in ability to model details such as modatat
caused by the power supply voltage. Finally the procedure is

herev is the vector of controlling voltages for the nonlinear
evices. These controlling voltages are also solved froen th
cuit equations by MNA and written as a linear combination
X, u, andi.

suited to implementation as software so that the user does no 0 =p[n| + F(v[n]) - v[n], (4)
need to derive circuit equations by hand. For mildly distort
ing circuits, the nonlinearity can be solved online even for p[n] = Dx[n — 1] + Eun], (5)

large circuits. For strongly clipping circuits, the nordarity
must be computed offline. In the present implementatios, thihe parametep is introduced to rewrite (4) and (2) as explicit
nonlinearity is represented as a lookup table, which linfitss mappings
size of a circuit that can be solved automatically. Autordate

=T 6
analysis of a circuit to determine suitable partitioningub vinl (pln)), ©)
also be possible [21], perhaps with some user interaction, b )
is left for future work. i[n] = £(I'(p[n])) (1)

which is possible under conditions described in Part I.
Outputsy from the circuit are also solved using MNA and
The Discrete K-method (DK-method) is briefly reviewedan be written as a linear combinationaf u, andi:

here before it is applied to the example circuits. The DK-

method starts by scanning the netlist and building a matrix y = Lx + Mu + Ni. (8)

system of equations using a set of templates given in [1]

based on modified nodal analysis (MNA) [22]. The templates In general, the dimensionality of the parametercorre-

describe how each circuit element type contributes to tlponds to the number of controlling voltage pairs in the

system matrices. This system is solved to find state transitisystem.

IIl. DISCRETEK-METHOD



IEEE TRANSACTIONS ON SPEECH AND AUDIO PROCESSING, VOL. 180N3, MARCH 2011 3

B. Multidimensional linear interpolation Computing the symbolic expression for the coefficients is

In order to circumvent convergence problems at runtime, t§@Ne using the Sage Maitinterface to_Maximé This quickly
nonlinearity (6) was precomputed using Newton homotoph€comes intractable for systems with more than three state
as described in Part I, and stored as a table for real-tiffafiables and two nonlinear variables, therefore the parse
implementations of the nodal K-method. The table was impl§&n optionally produce C++ code to compute the DK-method
mented using a uniform grid for constant time accesses:-Intg0efficients numerically, which in practice is fast and aate
polation of grid points was performed using multidimension for the _small circuits found_ in dlstortlon_de_wces. The C++
linear interpolation, drawing upon the C++ code implemegti matrix library Gmm++ provides the matrix inverse and LU
i nt er pn from the open-source project Octave [23]. The stej!ver algorithms for this work. .
sizes and extents of the table are design parameters deegtmi 1€ procedure to model a circuit using the DK-method is
experimentally by running the DK-method runtime algorithr@S follows
to find the extents of the table given an input level, and figdin 1) Describe circuit netlist and device model parameters,
the step size that produces acceptable error in the DK-rdetho2) Run the script, which generates a C++ class that extends

output. the DK-method core algorithm with methods to compute
the DK-method coefficient matrices for the circuit, and
C. DK-method runtime algorithm assigning vector entries to system variables,

3) Generate the function approximation of (7), e.g. talsulat
the function for lookup and interpolation.
4) Wrap the class with audio I/O code, e.g. as an LV2

plugin.

The runtime loop for this discrete-time K-method can be
summarized as

1) Change of variable to parameter using (5),
2) Nonlinear function lookupijn] = f(T'(p[n])) using
solved system nonlinearity (6), (2),

3) State update using (1),
4) Compute outputs using (8). The runtime algorithm computes three matrix equations,

This DK-method runtime core is written generically as &nd @ function approximation for each nonlinear current in
matrix operation, taking as parameters the matrix coeffisje the model. For a system with states;m inputs,» nonlinear
nonlinear function approximation, and vector assignménts CONtrol voltages, ang nonlinear currents, to compugeusing

simulate specific circuits and is shown as a block diagram {®) would be av x n matrix multiply with a vector length
Fig. (1). n added to av x m matrix multiply with vector lengthm.

A straightforward implementation would requite(n + m)

E. Runtime computational effort

u 7 I multiplies andv(n +m — 1) adds.
5 Likewise, state update of requiresn(n+m+n) multiplies
‘% o andn(n + m +n — 1) adds. Computation of the outpugs
E| P f j’ 5| x requiresn + m + n multiplies andn + m +n — 1 adds.
§ f g Linear interpolation inv dimensions on a uniform grid re-
3 5 trieved from memory is a constant time operation and regquire
g N-D lookup table a transformation of the values ofto table indices, followed

by 2¥ memory lookups an®” — 1 one-dimensional linear
interpolations. A straightforward implementation to s&rm
Figure 1. The nonlinear filter algorithm resulting from pwewuting the v requires 1 mgl'uply, 2 adds, andd oor operation. Memory .
nonlinear part of the ODES of a circuit. lookups may incur tens of cycles of delay for a cache hit,
or hundreds if accessing main memory on contemporary x86
architecture PCs. Denote this memory lookup cost.dSach

1-D linear interpolation requires 2 multiplies and 3 adds.

Assuming multiplies, adds, arfd oor each take 1 cycle,

The DK-method scans the netlist describing the circuétnd memory operations take cycles, and approximating

and builds _the MNA system according to a set of templat?ﬁatrix-vector multiplies as having as many adds as mudtipli
corresponding to circuit elements. It then solves for the- DKhe total cycles to compute a sample is

method parameters as derived above, which can be used to
generate a recursive nonlinear filter for use in a runtim@loo 2v(n+m)+2(n+1)(n+m-+n)+n((dv+c2”+5(2"—-1)). (9)
In this work, a script written in Python parses the netlist,
computes the coefficients, and generates a C++ class that |V. SIMULATION OF AUDIO PREAMPLIFIERS
encapsulates the DK-method solver for that circuit. ThisC+ 1he DK-method is validated on standard building blocks

class is then incorporated into a plugin, where resampliRgnq in musical distortion circuits. The following prowd

matches the plugin sampling rate to the DK-method sampligtext for the common emitter BJT amplifier and the common
rate. For this work we use the LV2 plugin architecture, ared th

linear interpolation resampler from the libsampleratediy’. 3http://mww.sagemath.org/
4http://maxima.sourceforge.net/
2http://www.mega-nerd.com/SRC Shttp://home.gna.org/getfem/gmm_intro

z-1

D. DK-method codegen procedure
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cathode vacuum tube triode preamplifier. The matrix parame- vee
ters were derived symbolically and tend to be too complitate
to be displayed here; however, the runtime code is available %Rc
online. ﬁf

Both examples here involve complicated two-dimensional Al Co
nonlinearities with three state variables. To evaluateniba@al R c .
DK-method in this situation, the Backward Euler (BE) dis- Ci ) i .
cretization was applied at 8x oversampling fof = 48 kHz. H }/02 Vo
The Newton’s method parameters aRELTOL = 1074, * e RI[ -

To explore the effects of approximation error in the system
nonlinearity lookup table, we tested a coarsely samplekt tab = - =
with 25 steps for each dimension. In comparison, we tested a ) ) o
medium table with 100 steps per dimension. Figure 2. Schematic of the common-emitter amplifier withdfesck.
Comparison to SPICE verifies the correctness of our im-
plementation as a sanity check. The same device models

+
Vi
MAXRES = 1073, as defined in Part . El ERi Re

were used in LTspice IV (Linear Technology), using default b <):(>
simulation parameters (modified trapezoidal rule integrgt Tb(Vbivbe)
a maximum timestep of 2/s, and saving the output to a e Y
wave file at 384 kHz, which applies linear interpolation to fit

SPICE’s output to a fixed sampling grid. Figure 3. Generic BJT device model.

The 8x oversampled BE algorithm was chosen because it
is simple and stable, and at the highly oversampled 8x rate to_ . . i
mitigate aliasing, the numerical integration error coneplato Device parameters for this simulation avg = 26mV,
LTspice is largely located above the audible frequencyeang = 200, g = 0.1, ap = Br/(1+ fr), I, = 6.734 x

—-15 ; ;
of 20Hz — 20kHz as evinced by the spectral plots in the resul A. The reader is r(_aferr_ed to tEthOOKS on electronic de-
vices, e.g., [25], for detailed interpretation of theseapaeters.

A. Common Emitter BJT amplifier

Figures 2 and (4) show the common-emitter ampliﬁcatioﬁ',c b ¢ 470e3
stage from the Boss DS-1 [24]. It provides roughly 30—d§' b 0 100e3
of preamplification gain as well as some odd-order sattgatiﬁe € 0 22
nonlinearity. RI ot 0 100e3

VCC C 10e3

The design values for this circuit ar&; = 100k, Rc
R. = 10k, R, = 100kQ, R; = 470kQ, R, = 220, Q1 ¢ b e ebmol
Ci = 0.047 uF, C; = 250 pF, andC, = 0.47 uF. Ci in b 0.047e6

Figure 3 depicts generic model for the bipolar junctior‘rj'c b ¢ 250e-12
transistor comprising voltage-controlled current soarcehe =~ ¢ ot 0.47e6
BJT has three terminals, the collector, base, and emittsey ¥/ 1N 0 1

currents are controlled by voltages across two pairs of e vee 0 9 B _ B
terminals,V, = Vi — Vi, Vi — Vi — V. By conservation of - g\otdfll(gtb)mol npn(1S=6.734€l5 BF=200 BR=0.1)
.ou

current, only two of the terminal current definitions are des
to completely describe the current-voltage (I-V) chamaste _ o
tics. We use[b(%e’ ch) andIc(I/},e, ch) here. Semiconductor Figure 4. DK-method netlist for BJT amplifier Fig. 2
devices such as the BJT also have nonlinear resistances and

capacitors, which require more detailed models; howewer, f

simplicity, we assume that we can neglect these effect®r {5 common Cathode triode amplifier

signal levels of this circuit in the audio frequency band. o .
A complete, yet simple, physically derived model for A common building block at the front end of many guitar

computer simulation, the Ebers-Moll model [25] defines th@MPlifiers, the common cathode triode preamplifier is shown
following current-voltage (I-V) characteristics: in Figs. 5 and (7). This circuit also provides about 30-dB
amplification and saturates with a deep crisp sound compared

Is to the BJT preamp when overdriven for guitar distortion
I. = = [exp (Voe/Vr) — 1] — Is [exp (Vbe/Vr) — 1] (10) purposes.
ar 7 The model chosen here is the Koren model [26] with a
I, = Is[exp (Vie/ Vi) — 1] — == [exp (Vie/Vir) — 1] (11) modification to add grid current.
QR

_Is

I
I = 5 fexp (Ve Vi) = 1]+ 3 fexp (Ve Vi) — 1] (12) 1V V) <o (14 e (F2) ) 22 19)
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VPP

Figure 5. Schematic of the common-cathode amplifier.

k

Figure 6. Generic tube device model.

Iy (Vak, Vor) = EXX /K1 (1 + sign(Ey)) , where  (14)

V 1 V.
Edzﬂlog l+exp| Kp | —+ gk

KP 1% /KVB _|_Vka

ip (MA)

Figure 8. System nonlinearity of BJT preamp
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Figure 9. System nonlinearity of tube preamp

The grid current function is chosen to approximate the V. EXPERIMENTAL RESULTS
characteristic of a diode in series with a resistor. Model

parameters used anme = 100, Kx = 1.4, K1 = 1060,
Kp =600, Kyp =300, Vr =0.026V, Rg = 2000 €.

C. Solved system nonlinearity

The nonlinearities (7) representing the collector curfen

In this section we validate correct implementation of the
methods described in Part I, and consider the consequehces o
having a poor approximation for function (7).

t A. Sinusoidal test

the BJT and the plate current for the tube preamp are computedo validate the correctness of the implementation and to
offline and tabulated as shown in Figs. 8, 9. Note that theseplore the spectral response, the methods were subjexrted t
are two-dimensional functions because in both circuits, tt 220 Hz sinusoidal excitation. The amplitudes are givehén t

number of controlling voltages is two.

Ci i1 i2 0.047e-6
Ri i2 O le6

Rg i2 g 70e3

Cf p g 2.5e-12
Rp pp p 100e3
T1 p g k 12ax7
Rk k 0 1.5e3
Ck Kk 0 25e-6

Vi i1 0 1

Vpp pp O 250
.model 12ax7 triode ()
.out V(p)

Figure 7. DK-method netlist for tube preamp Fig. 5

figure captions. Because the outputs tend to be visuallyiagimi
when plotted, the error relative to the LTspice implemeatat
is shown on a voltage scale to highlight the differences.

Figures 10 and 11 show the time-domain responses and
errors for the BJT preamp. Figures 12 and 13 show the
same plots for the tube preamp. The DK methods and the
100x100 table implementations are comparable to LTspice.
The coarse tables for both the BJT and tube preamps show
significant deviation from the LTspice implementation and
are clearly deficient. The time-domain error is sensitive to
phase alignment, therefore we turn to a spectral comparison
to determine if the errors seen in the time domain transtate t
audible differences.

The spectral responses to two-tone (110+165 Hz) excitation
are shown in Figs. 14 and 15 for the BJT and tube preamps
to expose intermodulation effects. Spectral peaks at pledi
of the fundamental frequency 55 Hz are connected by straight
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15 . . . 0.06
0.04f
10 Tab 2 | 002}
2
5 0
Tab 1 i
s 5 -0.02}
g -0.04}
3 oSk -0.06 ' - '
0 5 10 15 20
Time (ms)
DK 0.06
-5 : tab 1
0.041
__ 0.02f
-10 : : : =
0 5 10 15 = 0
. o
Time (ms) 5
-0.02}
Figure 10. Time-domain response for BJT preamp to 220 Hz,nB00 _0.04}
excitation. SP is LTspice output plotted without offset, Bithe offline DK- '
method offset by -5V, Tab 1 is the DK-method with 100x100 ¢abffset by ~0.06 . . .
+5V, Tab 2 is the DK-method with 50x50 table, offset by +10V. 0 5 10 15 20
Time (ms)
lines for visual clarity. Note the rough envelope of the tube
preamp compared to the smooth envelope of the BJT preamp.
Again the DK-method is comparable to LTspice in both cases.
The 100x100 table is nearly identical to LTspice for the BJT.
The 100x100 table for the tube preamp shows some errors in
the upper frequencies, which may be acceptable for distorti
effect purposes.

5 10 15 20
B. Frequency sweep Time (ms)

The algorithms were subjected to a 20Hz - 20kHz singigure 11. BJT preamp: Time-domain error for 220 Hz, 500 mVitation,
soidal exponential frequency sweep. The spectrogramseof thlative to LTspice with default settings for (top to botfom) offline DK-
outputs give an overview of how well the algorithm performﬂgtﬂgg j;ir?gx z%iezr;’atg“g'e”_‘g’ b) DK-method using 100x100 fabjeDK-
illuminating aliasing issues and the sonic quality of theer
produced.

The DK-method is comparable to LTspice for frequencies Figures 18, 19 demonstrate the ability of the DK-method
up to 20kHz. The 100x100 table appears to be an acceptagéncorporate the power supply as an input using the version
compromise for use as a digital plugin. The lower resolutiasf the tube preamp algorithm with the 100x100 table. Figure
tables exhibit unacceptable errors manifest as broadiew s 18 shows the difference between DC power and power supply

tral noise and are omitted here. ripple of 1V, 60Hz. The exponential sine sweep in Fig. 19
demonstrates the intermodulation that occurs with a 120Hz
C. Power supply input signal on the power supply (a 60Hz power supply has a

The advantage of a K-method approach is that the dimdindamental of 120Hz after rectification). A 5V excitation
sion of the nonlinear lookup table scales with the number {5 US€d 0 exaggerate the effect so that it may be visibleabov

control voltage pairs in the circuit. A straightforward ODEN€ frequency transform window artifacts. This method may

solution requires that each voltage input into the memegyle?/SO be used to introduce power supply sag effects due tespeak

part of the circuit be considered as an input to the glob) the current draw of the power stage.

nonlinearity in the algorithm. This includes all capacstor

inductors, power supplies and inputs. If these are assunféd Complexity order analysis

to be constant, and certain capacitances determined to b@ table-based nonlinearity with uniform sampling has con-
negligible in the audio frequency, then this can potentiadl a stant time access. Ignoring memory cache issues, with cespe
lower dimensional nonlinearity, e.g., for a memorylesdesys to the number of dimensions nearest neighbor table lookup
with constant power supply, a 1-D nonlinearity as commonbcales a€)(n), and linear interpolation scales éx52").

used in waveshaping. However, if these capacitances aréccuracy and dynamic range determines the size of table
important, and the power supply is considered an input, theneach dimension. The table-based implementation does hav
the K-method type approaches will have a lower dimensidhe shortcoming that it scales exponentially with the nunatbe
nonlinear lookup table. nonlinear dimensions. Assumirdg data points per dimension,
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500 ; 0.2
DK
400(Tab 2 1 o
s
s Or
~_300/Tab 1 | o
= 0.1}
3 200t :
2 SP
o -0.2 ' : :
0 5 10 15 20
100 FpK B Time (ms)
0.6
tab 1
0 0.4f
: . : S o02f
0 5 10 15 <
Time (ms) 5 0
Figure 12. Time-domain response of tube preamp to 220 Hz, ¥cifation. —0.2}
SP is LTspice output plotted without offset, DK is the offlib-method
offset by -100V, Tab 1 is the DK-method with 100x100 tablesetfby +100V, 0.4 . . .
Tab 2 is the DK-method with 50x50 table, offset by +200 V. 0 5 10 15 20
Time (ms)
40
storage required scales @&C™). For example withC' = 100, 3oL 1302
the highest practical number of dimensionsuis= 4, where,
assuming single precision floating point data, the table &z S 207
400 MB. S ol
Both the BJT and the tube amplifier models have the same "
dimensions — three states (capacitors), two inputs (signdl 0
power supply), two nonlinear currents, two controllingtagle
pairs, and one output. Using (9) and assuming 10 cycles per  ~'9; 5 10 15 20
memory lookup, the cost is approximately 139. Assuming Time (ms)

sampling at 384kHz, and a 1-GHz clock, CPU utilization is _ _ »
Figure 13. Tube preamp: Time domain error for a 220 Hz, 5Vtation

5%. Note tha_t the power S‘_Jpp'y modulation does n_Ot Ch"’_mgz%tive to LTspice with default settings for (Top to botfpm) offline DK-
the computational complexity as the power supply input iSrethod at 8x oversampling, b) DK-method using 100x100 tabjeDK-

necessary part of the DK-method algorithm. method using 50x50 table.

E. Discussion and potential extensions at -100dB. In practice, the noise floor of the input signal wil
The results show that DK-method is essentially equivaleatso hide low level aliasing.
to the LTspice implementation to solve the nonlinear ordina The tube preamp has wider headroom than the BJT preamp
differential equations of guitar amplifier circuits. Theflofe  while providing a similar level of gain (around 30 dB). Conse
DK-method and LTspice both require generally unboundepliently, the tube amp has a wider linear region than the BJT
computational effort to solve the nonlinearities in these c with sharp cutoffs at the edges. These edges require a fine
cuits, whereas the table versions are capable of runningsampling, while the wide linear region requires a largedabl
real-time (50% load on a Core 2 Duo, 2.8 GHz with 8x overange.
sampling to 384 kHz). The prototype code has a much higherlf more fidelity is needed, the table resolution must be
load than theoretical because it has been implemented wiitbreased. One could use a finer sampling of the table grid, or
open-source libraries with no optimization. Similar aigfuns use cubic interpolation to improve the function-approxiima
have been reported in the literature with a load of 6% at 4ccuracy. Alternatively, observing the nature of the rosdir-
oversampling [15]. ities in Figs. 8 and 9, one could use an adaptive nonuniform
A coarse sampling of the system nonlinearity introduceable with a finer grid in areas where the rate of change
errors that are more prominent at higher frequencies. For thf the table is high, and a sparse grid in regions that are
BJT and tube preamps, the 100x100 table seems sufficiemtighly linear. However, a nonuniform table would require a
as a real-time digital audio effect. The 25x25 table is ¢fearsearch during lookup, whereas a uniform table allows consta
inadequate. This tradeoff between memory usage and agcuraccess time. One can also initialize the Newton’s method
is a complicated relationship and is typically determinesblver using a value from the table, and run a fixed number
experimentally. of additional iterations, which would rapidly increase the
At 8x oversampling, the aliases have fallen off considerabhccuracy of the result due to the quadratic convergence of
as shown in Figs. 14, 15, which exhibit no alias tones evéime solver. The lookup table should be designed to ensure
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Figure 14. Spectral peaks of the responses to 110+165 Hm90&kcitation Figure 15. Spectral peaks of the responses to 110+165 Hz,X&kagon
for the BJT preamp compared with LTspice result in grey. Topdttom: DK-  for the tube preamp, compared with LTspice result in grey fim bottom:
method 8x oversampling, 100x100 table, 50x50 table DK-method 8x oversampling, 100x100 table, 50x50 table

that the iterations start in the Newton method’s region of ity and eliminate the need for blockwise decomposition

convergence. Finally, the considerable structure of theeso of the circuit,

system nonlinearity may also be exploited to use advanced) improved handling of parameter changes to allow re-
storage-efficient function-approximation methods, faaraple altime parametric circuits (the method was targeted at
multidimensional splines, or neural networks, as refezerin circuits without time-varying parameters such as guitar
Part |. This property suggests that the next major thrushis t amplifiers).

research thread should be to develop automated and formula-

based approximations to the solved system nonlinearity. VI. CONCLUSIONS

The method as it stands requires large circuits to be dividedro nodal DK-method is a first step towards automatic
manually into feedforward blocks with nonlinear dimensn ganeration of real-time filters that simulate the desirable

or less, which is common practice [15], [24] and acceptablg,njinearities of circuits for musical effects applicatioand
for most circuits given appropriate approximations. GiEU ety facilitates the process of implementing K-methastim
with global feedback can be implemented using a unit del@ys of nonlinear systems. The applicability of the method to

in the feed.back path, which is a gqod. approximation at the &BIT preamp circuit and a tube preamp circuit illustrates th
oversampling needed to reduce aliasing to an acceptalde Iedenerality of the system.

in distortion circuits. A comparison with equivalent models in SPICE verifies
Future goals in this research thread should be the correctness of our approach and implementation. A suite
1) to detect where coupling exists only in the feedforwardf tests demonstrates the effects of design choices in the
direction to decompose approximate subcircuits autparameters of the methods and illustrate potential attifac
matically [21], extreme conditions.
2) to improve the function approximation of the global non- This work demonstrates the efficacy of direct ODE-type
linearity so that there is no restriction on its dimensienaimethods. compared to WDF or Volterra methods to simulate
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Figure 16. BJT preamp: Spectrograms for exponential freqqusweep from Figure 17. Tube preamp: Spectrograms for exponential &ecyisweep from
20 Hz-20 kHz, 500 mV amplitude. LT Spice, DK-method, and 1I@xtable. 20Hz-20kHz, 5V amplitude. LT Spice, DK-method, and 100xi8ble.

detailed guitar amplifier models in real-time. The K-methoRerative solvers, these can be computed offline, resuiting
family of methods is a special case of ODE-type methods agdruntime algorithm that is explicit and numerically stable
is similar to direct tabulation of ODE solutions. lterative solvers are well-known for failing to converge, a

If the number of memory elements and inputs is smallémait that is undesirable for real-time effects. The tafdesed
than the number of control voltage pairs in the circuit, thempproach provides a deterministic bound on the cost of the
the ODE tabulation approach would yield a lower dimensionalgorithm.

table than the K-methods. Otherwise, the K-method family precomputation of the system nonlinearity is essential for
allows opportunities to model the memory of the circuit ifeal-time effects and this suggests that future reseascher
greater detail, and introduce secondary inputs, such agmpowhould develop storage-efficient methods of approximating
supply hum or sag, without increasing the dimensionality @his nonlinearity, given its regular structure. Preconmmyt
the system nonlinearity. the system nonlinearity requires that the parameters bd, fixe
In either case, a recursive nonlinear filter in state-sparga f which makes it unsuitable for application to analog syrittess
is the consequence of discretizing the system equationg ustircuits such as oscillators and time-varying filters. Hoare
low-order implicit numerical integration formulas usedsitiff parameter changes in the circuit would likely produce non-
ODE solvers. Although the nonlinearities require the use bhearities that are similar, which can also be incorpatate
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Figure 18. Difference between time-domain response withvéthout 60 Hz,
1V ripple on the power supply. DK-method tube preamp, 100xifble,
220Hz, 1V input. [14]
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Figure 19. Spectral response of DK-method tube preamp, 10iDxable, (20]
to 1V exponential sine sweep from 20 Hz to 20 kHz, power supl250 V
with 120 Hz, 5V ripple to demonstrate modulation.
[21]

in the function approximation as an additional dimensiofg?]
Discovering efficient means to interpolate between paramet[23]
sets of system nonlinearities is a potentially rewardirepanf

interest that could enable time-varying parameters. [24]
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