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Undergraduate Experience

§ University of Miami-FL
§ B.M. Music Engineering Technology, 2007

§ B.S. Electrical Engineering – Audio Emphasis, 2007
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Undergraduate Experience
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Graduate Experience

§ Center for Computer Research in Music and Acoustics, Stanford University
§ M.A. Music, Science, & Technology, 2008

§ M.S. Electrical Engineering – Machine Learning Emphasis, 2011

§ Ph.D. Computer-Based Music Theory and Acoustics, 2014
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Graduate Experience
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December 5, 2009

From Pocket to State, Music in the Key of iPhone
by Claire Miller & Miguel Helft

The New York Times
front page feature story

print & online



Inflection Point & PhD Thesis
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isse.sourceforge.net

ISSE: Interactive Sound Source Separation



Post PhD Life – Interactive Media Group @ Apple
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2014 – mid 2018

iPhone 6s iPhone 7 iPhone 8 iPhone X AirPods Pro

…



Post PhD Life – Adobe Research
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Search 

Audio Music 

Processing 

Music Speech 



Music Similarity Search for Adobe Stock
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New! Public Release!



”One-shot Parametric Audio Production Style Transfer
w/Application to Frequency Equalization."
S. I. Mimilakis, N. J. Bryan, P. Smaragdis ICASSP, 2020.

Content-Based Audio & Music Processing
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"Differentiable Signal Proc. with Black-Box Audio Effects."
M. A. Martínez Ramírez, O. Wang, P. Smaragdis, N. J. Bryan
ICASSP, 2021. "Auto-DSP: Learning to Optimize Acoustic Echo Cancellers."

J. Casebeer, N. J. Bryan P. Smaragdis,
WASPAA, 2021

https://ccrma.stanford.edu/~njb
https://paris.cs.illinois.edu/
https://m-marco.com/about/
http://www.oliverwang.info/
https://paris.cs.illinois.edu/
https://ccrma.stanford.edu/~njb
https://jmcasebeer.github.io/
https://ccrma.stanford.edu/~njb
https://paris.cs.illinois.edu/


Learning to Control Signal Processing Algorithms with Deep Learning



Is Signal Processing Still Useful?
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”Signal processing is the future”
Probably Claude Shannon J

“DSP still the future”
Probably most EE folks

“Deep nets are the future”
Academia + industry

1940 2000 2012 Today

“Let’s prosper together”
Nervous DSP engineers

Acoustic modeling using deep belief networks

Imagenet classification with deep convolutional neural networks

https://scholar.google.com/citations?view_op=view_citation&hl=en&user=JicYPdAAAAAJ&cstart=100&pagesize=100&sortby=pubdate&citation_for_view=JicYPdAAAAAJ:_Ybze24A_UAC
https://scholar.google.com/citations?view_op=view_citation&hl=en&user=JicYPdAAAAAJ&cstart=100&pagesize=100&sortby=pubdate&citation_for_view=JicYPdAAAAAJ:VN7nJs4JPk0C


Signal Processing & Deep Learning
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Option 1: Replace Signal Processing with Deep Learning
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§ Better versions of traditional algorithms (fit to data)
§ Achieve previously unachievable tasks
§ Emulate existing algorithms (e.g. analog hardware, software algorithms, etc.)



Option 2: Integrate Deep Learning into Signal Processing
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§ Inductive bias and expert knowledge

§ Faster, less complex, easier to implement
§ More robust and generalizable 
§ More interpretable



Two Strategies



Signal Processing for Feature Extraction
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Deep NetworkFeature
Extraction

Signal processor



Signal Processing for Feature Extraction
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Deep NetworkFeature
Extraction



Signal Processor
DecoderEncoder

Signal Processors with Deep Control
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Neural network 

Predicts parameters to control FX

Stylizes the output



Applications

§ Speech synthesis
§ Automatic multi-track mixing
§ Remove breaths from voice recording
§ Emulate guitar distortion
§ Automatic music mastering
§ Optimal adaptive filters
§ Automatic podcast production
§ Learned optimization algorithms
§ Music source separation
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Remove Breaths
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M. Martinez, O. Wang, P. Smaragdis, and N. J. Bryan, “Differentiable Signal Processing with Black-box Audio Effects”, ICASSP, 2021.



Guitar Distortion

23
M. Martinez, O. Wang, P. Smaragdis, and N. J. Bryan, “Differentiable Signal Processing with Black-box Audio Effects”, ICASSP, 2021.



Music Mastering
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M. Martinez, O. Wang, P. Smaragdis, and N. J. Bryan, “Differentiable Signal Processing with Black-box Audio Effects”, ICASSP, 2021.



Optimizing Acoustic Echo Cancellation
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Mic Echo

Baseline

Ours

J. Casebeer, N. J.  Bryan, and P. Smaragdis, “Auto-DSP: Learning to Optimize Acoustic Echo Cancellers”, WASPAA, 2021.



Why is this Interesting?

§ Train a neural network to use audio FX/signal processors
§ Benefits

§ Adaptive, signal-dependent signal processors

§ Tune signal processors to data

§ Harder to mess up audio quality

§ Estimate interpretable control parameters
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Interpretable AI
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§ Blending deep learning with known algorithms let’s us understand



Applications for ISMIR
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Music mastering Guitar/FX modeling Voice processing Music separation 
& transcription

Music generation 
& co-creation



Let’s Dive Deeper

§ Basic setup
§ Advanced setups 
§ Future
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Signal Processor
DecoderEncoder



Basic Setup



Must Be Differentiable

§ Neural networks are trained using an algorithm called backpropagation
§ All operations performed by the network must be differentiable and have a gradient
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Methods

§ Neural architecture processor
§ Auto-Diff signal processor 
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Signal Processor
DecoderEncoder

Neural Architecture Processor 
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§ Mimic existing algorithms end-to-end with no interpretable control
§ Example: Emulate analog music recording equipment 

Neural architecture

Neural “latent space”

M. Martinez, et al.. Deep learning for black-box modeling of audio effects, Applied Sciences, 2020.



Signal Processor
DecoderEncoder

Auto-Diff Signal Processor
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§ Implement signal processing algorithms using differentiable operators
§ Example: Speech synthesis & dereverberation

Neural architecture

Signal processor in auto-diff framework

Engel et al., “DDSP: differentiable digital signal processing”,  ICLR, 2020.



Training
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Unprocessed Input Processed Output 

Signal Processor
DecoderEncoder Signal Processor
DecoderEncoder

Only need input/output pairs. No parameter labels!



Methods

§ Neural architecture processor
§ Auto-diff signal processor 
§ Neural clone
§ Neural proxy
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No gradients special required!



Signal Processor
DecoderEncoder

Neural Clone

1. Clone, existing signal processor for decoder
2. Train encoder to control
§ Example: automatic mixing of multi-track audio
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Clone of signal processor

Steinmetz et al. “Auto. multitrack mixing with a differentiable mixing console of neural audio effects”, ICASSP, 2021.

Learn to control



Signal Processor
DecoderEncoder

Neural Proxy
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1. Clone existing signal processor for decoder
2. Train encoder to control the clone
3. Only use clone for training control, but use real processor for inference
Example: Optimally tune image processing pipeline

Neural architecture during backprop

Signal processor during inference

Tseng et al., “Hyperparameter opt. in black-box image processing using differentiable proxies”, SIGGRAPH, 2019.



Two-Step Training
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Unprocessed Input Processed Output 

Signal Processor
DecoderEncoder Signal Processor
DecoderEncoder

Unprocessed Input Processed Output 

Signal Processor
DecoderEncoder

Signal Processor
DecoderEncoder

Signal Processor
DecoderEncoder



Methods

§ Neural architecture processor
§ Auto-diff signal processor 
§ Neural clone
§ Neural proxy
§ Numerical gradient approximation
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No gradients special required!

Use third-party audio plugins! 



Signal Processor
DecoderEncoder

Numerical Gradient Approximation 
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§ Signal processor as black-box function
§ Use numerical gradient approx. within auto-diff
§ Example: Use existing tools to remove breaths, master music, emulate guitar

Neural architecture

Existing signal processor

M. Martinez, O. Wang, P. Smaragdis, and N. J. Bryan, “Differentiable Signal Processing with Black-box Audio Effects”, ICASSP, 2021.



One-Step Training
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43

Unprocessed Input Processed Output 

Signal Processor
DecoderEncoder Signal Processor
DecoderEncoder

Only need input/output pairs. No parameter labels!

Works with third-party plugins and more!



Recap

§ Use neural networks to control signal processing algorithms is powerful
§ Many different strategies for differentiable signal processing, not just one
§ Each strategy offers unique benefits and trade-offs
§ Research area is wide open for exploration

44



Advanced Setups



Recent and Current Work
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Signal Processor
DecoderEncoder

§ Train stateful signal processors
§ Train signal processors that are online optimization algorithms

J. Casebeer, N. J. Bryan, and P. Smaragdis, “Auto-DSP: Learning to Optimize Acoustic Echo Cancellers”, WASPAA, 2021.



Adaptive Filters

§ Noise reduction
§ De-reverberation
§ Source separation
§ Beamforming
§ Echo Cancellation

47

"Auto-DSP: Learning to Optimize Acoustic Echo Cancellers."
J. Casebeer, N. J. Bryan P. Smaragdis, WASPAA, 2021

https://jmcasebeer.github.io/
https://ccrma.stanford.edu/~njb
https://paris.cs.illinois.edu/


Future



Applications for ISMIR
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Music mastering Guitar/FX modeling Voice processing Music separation 
& transcription

Music generation 
& co-creation



Music Separation & Transcription
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Music separation 
& transcription

Signal Processor
DecoderEncoder Synth

MIDI/Piano roll



Music Generation
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Music generation 
& co-creation

Signal Processor
DecoderEncoder Real or Fake?Synth

MIDI/Piano roll



Conclusions

§ Controlling signal processing algorithms with deep learning is powerful!
§ Many methods for differentiable signal processing!
§ Research area has many unsolved problems!
§ Many music signal processing applications for WiMIR, ISMIR, and beyond!
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Nicholas J. Bryan | Adobe Research
nibryan@adobe.com
https://njb.github.io

Thank you!

mailto:nibryan@adobe.com
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