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Music	is	commonly	created	and	distributed	on	computers.		It	is	necessary	to	send	audio	files	over	
networks	both	in	the	production	process	and	for	final	distribution.		Unfortunately,	the	original	design	
of	network	data	structures	was	not	intended	to	deliver	time-critical	data	like	audio	or	video	in	a	
time-locked	fashion	and	it	has	taken	years	to	develop	systems	capable	of	transmitting	such	files	
reliably.		The	increased	speed	of	modern	networks	finally	allows	the	distribution	of	multi-media	files,	
particularly	audio,	with	reliability.		Now,	standard	Ethernet	connections	(up	to	100	Mb/s)	are	
capable	of	simultaneously	transmitting	dozens	of	uncompressed	audio	sample	rate	sound	files	and	
this	technology	is	rapidly	becoming	part	of	the	digital	audio	production	process.		Gigabit	Ethernet,	
where	available,	is	capable	of	even	faster	data	interchange	(CCRMA’s	Internet	download	speed	
measures	about	922	Mb/s).	While	audio	over	local	networks	is	usually	reliable,	more	problems	still	
exist	with	transmitting	the	same	files	widely	over	the	Internet.	
	
Ethernet	is	a	packet-based	system,	where	continuous	data	is	broken	up	into	frames	with	source	and	
destination	addresses	and	error	detection	data	that	are	transmitted	over	the	network.		This	is	not	
optimal	for	audio	data,	as	frames	may	be	lost	and	need	to	be	re-transmitted,	changing	the	timing	of	
packets	received.		By	inserting	an	Ethernet	switch	between	devices,	the	efficiency	of	transmission	is	
improved	by	eliminating	bad	frames	and	by	directing	frames	to	the	individual	destination	address	
device	only	rather	than	to	all	devices	on	the	network.			
	
The	Ethernet	protocols	used	to	communicate	between	devices	are	arranged	in	layers,	with	media	
layers	at	the	bottom	and	host	layers	above.		The	first	layer	is	the	physical	layer	and	deals	with	the	
way	bits	are	transmitted	and	received	electrically.		The	second	layer	deals	with	the	datagram	frame	
structure	employed	to	encode	the	raw	data.		The	third	layer	is	the	network	layer	and	sets	the	type	of	
datagram	encoding	to	be	used	along	with	handling	addressing,	routing	and	network	traffic	control.		
The	complexity	of	the	transmission	varies	with	the	layer	used.		Simple	systems	connecting	a	digital	
mixer	with	a	stage	box	might	use	only	the	first	layer	while	more	complex	systems	like	a	full	concert	
hall	would	use	a	layer	three	protocol.		If	the	data	stream	is	intended	to	reach	an	outside	network,	as	
one	on	the	Internet,	host	layer	protocols	like	TCP/IP	would	need	to	be	employed.	
	
In	an	attempt	to	create	a	standardized	system	for	audio	and	video	transport	on	a	network,	the	Audio	
Video	Bridging	(AVB)	standard	has	been	developed	by	the	IEEE.		The	goal	is	to	provide	synchronous	
audio	and	video,	so	tight	clock	synchrony	is	part	of	the	system.		This	is	accomplished	by	reserving	a	
fraction	of	the	network	bandwidth	for	the	audio-video	traffic	exclusively.		AVB	requires	special	
network	bridges	that	allow	traffic	shaping	and	clock	distribution	to	help	guarantee	time-critical	data	
is	handled	correctly	and	synchrony	between	audio	and	video	streams	is	maintained	with	minimal	
delay.		AVB	clocking	allows	a	master	clock	source	to	synchronize	playback	for	both	audio	and	video	
over	the	network.	
	
The	Internet	and	its	ability	to	interconnect	much	of	planet	earth	changed	the	distribution	of	music	
forever.		No	longer	do	we	need	to	manufacture	physical	media	in	order	to	deliver	our	music	to	the	
listener:	we	need	only	upload	the	sound	files	to	a	server	and	somehow	alert	the	audience	it	exists.		
There	are	troublesome	limitations,	however,	due	to	the	current	speed	of	typical	home	connections	
and	the	high	traffic	often	encountered	on	the	network.		Also,	the	Internet	protocol	breaks	up	a	
continuous	data	stream	into	small	packets,	which	are	sent	out	through	an	array	of	servers	to	their	



ultimate	destination	and	re-assembled.		Some	packets	my	be	lost	and	need	to	be	re-sent,	not	
particularly	convenient	for	what	is	supposed	to	be	an	uninterrupted	audio	stream.	
	
Because	the	speed	of	the	network	is	often	limited,	large	data	files	cannot	always	be	delivered	in	real-
time.		We	either	need	to	download	the	files	before	we	can	play	them	or	we	need	a	way	of	reducing	the	
data	stream	to	a	bit	rate	that	can	be	played	as	it	is	streamed	to	the	listener’s	computer.		Additionally,	
we	need	some	way	of	identifying	who	has	downloaded	the	files	if	we	wish	to	sell	our	music	as	we	did	
with	the	physical	media.		Because	music	downloading	began	without	such	a	mechanism,	we	are	now	
faced	with	“stuffing	the	worms	back	in	the	can.”		Robust	solutions	are	so	far	not	forthcoming.		
	
Web	sites	for	music	distribution	abound.		CDs	are	sold	via	retailers	like	Amazon	and	CD	Baby	but	the	
same	material	may	also	be	available	for	downloading.		Other	sites	specialize	in	specific	types	of	music	
and	may	provide	free	downloads	or	charge	for	a	subscription	to	allow	unlimited	downloading.		Many	
sites	simply	place	mp3s	for	downloading	without	charge.		There	are	also	sites	that	provide	free	
downloads	of	music,	video	and	software	that	has	been	pirated.		There	is	little	regulation	of	the	
Internet	and	consequently	a	lot	of	music	has	been	distributed	without	the	consent	of	the	creator	or	
copyright	owner.		The	growing	popularity	of	streaming	is	changing	the	concept	of	selling	music	by	
providing	on-demand	access	to	the	music	library	without	having	to	download	the	material	to	a	local	
computer.		Streaming	still	depends	on	small	data	files	to	guarantee	uninterrupted	listening.	
	
In	order	to	appreciate	how	the	new	method	of	distribution	can	be	used	to	our	best	advantage,	we	
need	to	understand	how	music	data	may	be	compressed	in	order	to	play	directly	over	the	existing	
Internet.		Data	compression	techniques	have	been	refined	since	their	first	introduction,	but	all	such	
processes	depend	on	our	auditory	physiology	to	permit	eliminating	as	much	information	as	we	can	
from	the	audio	signal	before	we	detect	an	unacceptable	reduction	in	perceived	quality.		Once	the	
audio	has	been	processed	to	remove	as	much	data	as	possible,	it	is	chopped	into	small	packets	and	
sent	out	asynchronously	and	must	be	re-assembled	at	the	other	end.		This	sometimes	affects	the	
continuity	of	the	received	audio.	
	
Because	most	homes	connect	to	the	Internet	through	ADSL	or	cable	modem	connections,	the	amount	
of	data	that	can	be	delivered	in	a	given	time	is	limited.		Full	44.1	kHz,	16-bit	PCM	audio	requires	an	
uninterrupted	data	rate	of	at	least	1.41	Mbit/sec.		ADSL	theoretically	provides	up	to	8	Mbit/sec,	but	
the	actual	speed	is	lower,	often	as	low	as	1.5	Mbit/sec	depending	on	the	distance	to	the	phone	
company	switching	equipment.		Streaming	uncompressed	PCM	audio	is	not	practical	yet,	so	
techniques	have	been	developed	and	refined	to	reduce	the	amount	of	audio	data	sent	by	taking	
advantage	of	the	psychoacoustic	masking	that	occurs	in	our	auditory	system.		Recently,	cable	
modems	have	attained	download	speeds	of	25	Mb/s	or	more,	making	higher	quality	music	streaming	
possible.		There	are	still	bottlenecks	elsewhere	in	the	networks,	particularly	where	many	subscribers	
are	streaming	video	at	the	same	time,	so	data	compression	is	still	used	on	most	Internet	audio.	
	
The	human	auditory	system	limits	the	perception	of	incoming	sounds	when	several	sources	provide	
the	same	frequency	content:	loud	sounds	cover	or	mask	softer	sounds	at	or	above	the	same	
frequency.		This	characteristic	allows	us	to	reduce	the	amount	of	data	we	need	to	represent	the	audio	
signal	since	we	do	not	need	to	encode	and	transmit	the	softer	sounds	we	do	not	perceive.		Many	
different	encoding	techniques	(codecs,	or	COde/DECode)	have	been	developed	to	do	this,	including	
mp3,	AAC,	AC3	and	DTS,	each	optimized	for	slightly	different	applications	and	performance	levels.		
Depending	on	the	level	of	data	reduction,	some	degradation	of	the	signal	may	be	perceived	for	any	of	
these	data	compression	schemes.		Compression	ratios	of	4:1	to	6:1	can	be	transparent	to	the	casual	
listener.	



	
MPEG	is	the	Motion	Picture	Experts	Group,	the	group	that	standardizes	data	reduction	strategies	for	
audio	and	video.		They	have	devised	several	different	codecs,	each	optimized	for	specific	applications.		
Although	many	other	approaches	are	in	use,	mp3	and	AAC	are	most	commonly	used	for	music.		The	
MPEG-1	Layer	III	(mp3)	codec	is	the	most	popular	for	music.		It	uses	sub-band	coding,	a	system	
whereby	the	audio	signal	is	broken	up	into	many	individual	frequency	bands	(as	it	is	in	the	cochlea),	
each	of	which	is	analyzed	and	encoded	with	just	enough	bits	to	allow	unmasked	sounds	to	be	audible.		
Masked	sounds	are	not	encoded,	reducing	the	overall	data	rate.		When	sub-bands	contain	higher	
levels	of	unmasked	sound,	more	bits	are	used	for	quantization.		Since	mp3	encoders	can	use	different	
assumptions	about	what	is	masked	and	what	is	audible,	there	are	differences	in	how	the	various	
encoders	sound.	
	
Stereo	audio	files	are	encoded	into	mp3	format	as	joint-stereo.		This	process	generally	uses	mid-side	
encoding	to	reduce	the	amount	of	data	that	must	be	transmitted	by	only	sending	the	mid	data	once	
rather	than	in	both	left	and	right	channels.		Stereo	mp3s	at	192	kbps	are	potentially	indistinguishable	
from	the	16-bit	PCM	files;	however	higher	rates	may	produce	fewer	artifacts.		Since	the	encoding	
process	depends	on	the	spectral	content	of	the	encoded	file,	the	subjective	performance	of	the	
various	mp3	encoders	may	be	somewhat	variable	from	file	to	file.		Sometimes	it	helps	to	change	the	
equalization	of	files	to	be	encoded	to	mp3	to	avoid	high-frequency	artifacts.	
	
Mp3	encoders	are	subject	to	intellectual	property	rights;	programs	that	employ	such	encoding	must	
secure	licenses	from	their	owners.		This	is	transparent	to	the	end	user,	but	companies	that	sell	
software	allowing	encoding	using	protected	algorithms	pay	the	originators	for	the	use.		There	are	
some	open-source	encoders	(LAME	for	example)	that	produce	mp3-compliant	files	without	using	
protected	algorithms.	
	
A	newer	encoding	standard	is	the	MPEG-2	Advanced	Audio	Coding	(AAC),	designed	to	support	multi-
channel	audio	for	HDTV.		AAC	has	been	adopted	by	Apple	for	its	iTunes	store	and	may	be	subjectively	
more	transparent	than	an	equivalent	mp3	encoding.		AAC	is	not	compatible	with	mp3	decoders.	
	
Besides	the	downloadable	file	formats,	there	are	also	ways	of	transmitting	music	for	immediate	
playback	collectively	known	as	streaming.		In	fact,	this	technology	was	used	over	wires	early	in	the	
20th	century	to	provide	elevator	music	–	Muzak!		RealAudio	is	a	more	recent	example	of	this	
approach.		RealPlayer,	software	designed	to	play	streaming	audio,	uses	many	different	codecs	to	
allow	the	files	to	be	played	as	they	are	received	from	the	server.		Initially	RealAudio	could	not	be	
saved	to	a	file,	but	several	programs	now	exist	to	allow	recording.		With	the	continuing	increase	in	
connection	speed	and	the	refinement	of	codecs,	RealAudio	has	largely	been	superseded.		Apple’s	
QuickTime	and	Microsoft’s	WMA	both	support	streaming.		QuickTime	can	be	used	to	stream	directly	
from	a	personal	computer,	but	a	single	stream	(unicast)	is	generated.		If	multicasting	is	desired,	a	
QuickTime	streaming	server	can	be	installed	or	the	stream	can	be	sent	to	a	reflector,	a	site	that	
produces	multiple	streams.	
	
At	currently	available	Internet	home	connection	speeds,	mp3	and	AAC	audio	files	can	be	streamed	
directly	using	HTTP	protocols	by	allowing	computer	memory	or	hard	drives	to	buffer	the	stream.		
This	has	led	to	a	proliferation	of	music	streaming	services	that	allow	users	to	choose	their	music	and	
deliver	it	to	computers	and	mobile	devices.		Unlike	broadcast	radio,	the	listener	can	select	streaming	
program	content,	although	radio-like	streaming	services	like	Pandora	and	Spotify	are	also	popular.		
These	services	can	analyze	listener	preferences	and	tailor	streams	to	suit	the	individual.		The	issue	of	
content	producer	royalty	payment	remains	to	be	solved,	although	HTML5	audio	protocols	are	being	



discussed	that	would	allow	DRM	(digital	rights	management)	to	be	included	in	the	audio	
specification.	
	
Data	compression	has	been	a	necessary	part	of	the	development	of	audio	over	the	Internet,	but	with	
the	continuing	improvement	of	network	speeds,	uncompressed	audio	will	become	possible.		Already	
it	is	possible	to	do	near-real-time	exchange	of	musical	performances	over	the	Internet2,	a	high-speed	
network	currently	limited	to	university	research	and	government	use.		There	is,	however,	an	
inherent	limitation	to	this	application:	the	speed	of	light	begins	to	become	a	limiting	factor	in	the	
latency	of	such	interchanges.		Delays	in	the	low	tens	of	milliseconds	are	possible	with	optimized	
servers,	most	of	this	due	to	the	electromagnetic	propagation	time	across	the	distance	between	
locations.	
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